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a b s t r a c t

Quantum chaos is generally referred to as the study of quantum manifestations or fin-
gerprints of nonlinear dynamical and chaotic behaviors in the corresponding classical
system, an interdisciplinary field that has been active for about four decades. In closed
quantum systems, for example, the basic phenomena studied include energy level-spacing
statistics and quantum scarring. In open Hamiltonian systems, quantum chaotic scattering
has been investigated extensively. Previous works were almost exclusively for nonrel-
ativistic quantum systems described by the Schrödinger equation. Recent years have
witnessed a rapid growth of interest in Dirac materials such as graphene, topological
insulators, molybdenum disulfide and topological Dirac semimetals. A common feature
of these materials is that their physics is described by the Dirac equation in relativistic
quantum mechanics, generating phenomena that do not usually emerge in conventional
semiconductor materials. This has important consequences. In particular, at the level of
basic science, a new field has emerged: Relativistic Quantum Chaos (RQC), which aims to
uncover, understand, and exploit relativistic quantummanifestations of classical nonlinear
dynamical behaviors including chaos. Practically, Dirac materials have the potential to
revolutionize solid-state electronic and spintronic devices, and have led to novel device
concepts such as valleytronics. Exploiting manifestations of nonlinear dynamics and chaos
in the relativistic quantum regime can have significant applications.

The aim of this article is to give a comprehensive review of the basic results obtained
so far in the emergent field of RQC. Phenomena to be discussed in depth include energy
level-spacing statistics in graphene or Dirac fermion systems that exhibit various nonlinear
dynamical behaviors in the classical limit, relativistic quantum scars (unusually high
concentrations of relativistic quantum spinors about classical periodic orbits), peculiar
features of relativistic quantum chaotic scattering and quantum transport, manifestations
of the Klein paradox and its effects on graphene or 2D Dirac material based devices,
regularization of relativistic quantum tunneling by chaos, superpersistent currents in
chaotic Dirac rings subject to a magnetic flux, and exploitation of relativistic quantum
whispering gallerymodes for applications in quantum information science. Computational
methods for solving theDirac equation in various situationswill be introduced and physical
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theories developed so far in RQC will be described. Potential device applications will be
discussed.

© 2018 Elsevier B.V. All rights reserved.
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1. Introduction

1.1. Background: the traditional field of quantum chaos

The development of nonlinear dynamics and chaos theory in the past half century has revolutionized our understanding
of a large variety of phenomena in natural and engineering systems. The hallmark of chaos is sensitive dependence on initial
conditions, which lead to random dynamical behaviors even in a completely deterministic system. From the very beginning
of the development of nonlinear dynamics, search for manifestations of classical chaos in quantummechanical systems has
attracted the attention of generations of physicists and engineers. Because the fundamental equations in quantum systems,
nonrelativistic or relativistic, are linear, generally a sensitive dependence on initial conditions cannot be expected. As such, in
typical situations, ‘‘real’’ chaos cannot arise in quantum systems. Sir Michael Berry famously stated [1]: ‘‘There is no quantum
chaos, in the sense of exponential sensitivity to initial conditions, but there are several novel quantum phenomena which reflect
the presence of classical chaos. The study of these phenomena is quantum chaology.’’ However, for historical reasons, the term
‘‘quantum chaos’’ has prevailed. It is now widely agreed that the field of quantum chaos is referred to as the study of the
manifestations or fingerprints of classical chaos in quantum systems [2,3], with absolutely no implication that there would
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be actual chaos in quantum systems. In this Review, we take the liberty to refer to the traditional field of quantum chaos
as the study of classical chaos in nonrelativistic quantum systems described by the Schrödinger equation with a parabolic
relation between energy and momentum.

Sir Michael Berry made many seminal contributions to the fundamentals of quantum chaos [1,4–6]. Chirikov conceived
and studied the chaotic properties of the standard map [7,8], a paradigm in the study of Hamiltonian systems and quantum
chaos with applications to a large variety of physical systems. Bohigas and collaborators uncovered the phenomenon of
level repulsion, attributed its origin to classical chaos, and developed an understanding of the statistics of level spacings
based on random matrix ensembles [9]. Casati, Chirikov, Guarneri, and Shepelyansky made significant contributions
to our understanding of energy level statistics [10,11] and quantum behaviors of classically driven chaotic systems, a
representative class being ionization of excited hydrogen atomsbymicrowave fields [12–25]. Kaufman andHeller discovered
the phenomenon of quantum scarring [26–30]. Prange and Fishman uncovered Anderson localization in kicked quantum
chaotic systems [31–33]. Smilansky and Blümel pioneered the area of quantum chaotic scattering [34–41].

Depending on whether the system under study is closed or open, there are different topics in the traditional field of
quantum chaos. For example, in closed quantum systems, the basic phenomena that have been and continue to be studied
include energy level-spacing statistics [4,5,9–11,35,41–51] and quantum scarring [1,26–29,52–79]. In open Hamiltonian
systems, quantum chaotic scattering has been investigated extensively [36–40,80–90]. In addition, the phenomena of
quantumdiffusion andwavefunction localization in classically driven chaotic systems have been studied [8,12–23,31,91,92].

This comprehensive Review is about the recently emergent field of Relativistic Quantum Chaos (RQC) - the study of
the manifestations or fingerprints of classical chaos in relativistic quantum systems described by the Dirac equation.
Interestingly, RQC brings together concepts from the three major scientific revolutions of the twentieth century: relativity,
quantum mechanics and chaotic dynamics. At the outset, we emphasize that RQC should not be confused with the study
of chaos in classical relativistic systems. The main objective of this Review is to address the questions of why, what, and
how, through a number of physically significant contexts such as energy level statistics, scarring, scattering, tunneling, and
persistent currents, all in the relativistic quantum realm.

1.2. Relativistic quantum chaos: why, what, and how?

1.2.1. Why is it important to study RQC?
Berry and Mondragon were the first to study (about thirty years ago) the energy level-spacing statistics of a classically

chaotic system in the relativistic quantum regime — the neutrino billiard system governed by the massless Dirac
equation [93]. For such a system, the energy is linearly proportional to the momentum or the wave vector. In a subsequent
work by Antoine et al. [94], a 2D fermion billiard in a curved space coupled with a magnetic field was studied. In
Ref. [95], Tomaschitz investigated relativistic quantum chaos in open Robertson–Walker cosmologies and found localized
wave fields, which are solutions of the Klein–Gordon equation quantized on the bounded trajectories associated with the
classical geodesic motion. There were also a few early works on the dynamics of relativistic kicked rotors (the so-called
solvable Maryland model) [96–98]. In spite of these earlier works, a systematic investigation of RQC was motivated by the
tremendous development of two-dimensional (2D) Dirac materials in recent years [99,100] such as graphene [101–107],
topological insulators [108,109], molybdenum disulfide (MoS2) [110,111], HITP [Ni3(HITP)2] [112], and topological Dirac
semimetals [113,114]. A common feature of these materials is that their energy bands contain a Dirac cone structure, so
they are described by the Dirac equation, generating phenomena that are not usually seen in conventional metallic or
semiconductormaterials. For example, from the standpoint of quantum transport, the Dirac cone structure and the resulting
pseudospin characteristics of the underlying quasiparticles can lead to unconventional physical properties/phenomena such
as high carrier mobility, anti-localization, chiral tunneling, and negative refractive index in the optical analog. With the
rapid growth of research on 2D Dirac materials, there are needs to uncover, understand, and exploit relativistic quantum
manifestations of classical nonlinear dynamical behaviors, including chaos [115–150]. From an applied point of view, due
to the underlying physics being effectively governed by the Dirac equation, purely relativistic quantum phenomena such
as Klein tunneling, Zitterbewegung, and pair creations can potentially occur in solid state devices and be exploited for
significantly improving or even revolutionizing conventional electronics and spintronics. Investigating the manifestations
of classical chaos in relativistic quantum systems is thus important with both fundamental and applied values.

1.2.2. What have been done in RQC?
In RQC, topics that have been studied so far include energy level-spacing statistics in graphene systems [115–120],

relativistic quantum scarring [121–124], relativistic quantum chaotic scattering and transport [125–133], quantum resonant
tunneling in Dirac fermion and graphene systems [134–136], effects of chaos and random disorder on persistent currents in
Dirac fermion systems [137–139], the role of classical dynamics in confinement of massless Dirac fermions [140–143], chaos
and spin transport in graphene quantum dot systems [144], and the interplay among chaos, relativistic quantummechanics,
and many body interaction in graphene billiards [136,145].
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1.2.3. How was previous research done in RQC?
A basic requirement is to solve the Dirac equation subject to various physical constraints such as infinite mass confine-

ment and the presence of an external magnetic field. For example, in order to study the energy level statistics for chaotic
neutrino billiards, themethod of boundary integrals was effective [93]. The eigenenergies and eigenstates of a Dirac fermion
in an arbitrarily closed domain can also be solved by using the standard finite element method [122]. For certain chaotic
domains, the method of conformal mapping can provide accurate solutions with high computational efficiency [5,123,151].
This mapping method can also be extended to situations where an external magnetic flux is present [137]. For graphene
systems, open or closed, the tight-binding Hamiltonian and the method of Green’s function can be effective, even for the
mean-field Hubbard Hamiltonian that includes electron–electron interactions. As research in RQC advances, more diverse,
efficient, and powerful methods will surely emerge.

In terms of theoretical analysis, because of the irregular domains required for generating classical chaos, analytic
treatment has been limited to approximately describing the corresponding physical situation and to gaining insights from
solutions of the Dirac equation in simple settings such as a particle incident on a potential step. Semiclassical theory can also
provide useful physical insights into the interplay between chaos and relativistic quantum mechanics.

1.3. Outline of this review

Our objective is to provide a comprehensive review of the results obtained so far in RQC in order to introduce the
emergent field to the scientific community. The discussions will be centered about two types of systems: massless Dirac
fermion systems and graphene. While the main task is to present the relativistic quantum manifestations of chaos, in some
cases classically integrable dynamics will also be discussed in depth for the purposes of comparison and contrast. We will
first introduce the existing solution methods for research in RQC. We will then discuss physical phenomena pertinent to
the interplay between chaos and relativistic quantum mechanics, which include energy level statistics, scarring, chaotic
scattering and transport, resonant tunneling, and persistent currents.

Solution methods in RQC.
For graphene systems, closed or open, the tight-binding method is standard. For closed systems (i.e., graphene bil-

liards), the eigenenergies and eigenstates can be found by diagonalizing the tight-binding Hamiltonian. For open systems
(e.g., graphene quantumdots), themethod of non-equilibriumGreen’s function constructed from the tight-binding Hamilto-
nian can be used to calculate various quantities characterizing quantum transport.Wewill describe the boundary conditions
for graphene billiards and discuss how electron–electron interactions can be treated in the tight-binding framework.Wewill
also describe how microwave billiards with a triangular photonic structure can be exploited as an experimental scheme to
investigate various phenomena in graphene billiards.

For Dirac fermion systems, methods to solve the 2D Dirac equation in arbitrarily geometric domains that exhibit a
spectrum of classical dynamics ranging from integrable to chaotic are necessary. We will first describe the Dirac equation
and the unique boundary conditions. Next we will present a finite element method for solving the Dirac equation in
two dimensions, focusing on specific issues such as the discretization scheme, elimination of the fermion doubling effect,
boundary conditions, matrix representation of the Dirac equation, and solution validation using toy models for which the
Dirac equation is analytically solvable. We will then discuss the boundary integral and conformal mapping methods for
solving the 2D massless Dirac equation, without or with an external magnetic field. Especially, we will detail the solution
method for a ring domain subject to a central magnetic flux, elaborating on issues such as the effects of the magnetic flux
on the energy spectra, analytic solutions for an integrable domain, and conformal mapping solutions for chaotic domains.
Finally, we will present a number of illustrative examples.

Energy level-spacing statistics in relativistic quantum chaotic systems.
In traditional quantum chaos, a fundamental and well studied topic is the statistics of energy level spacings in systems

with classical chaotic dynamics [2,3,152]. A well established result is that, for classically chaotic systems without any
geometrical symmetry, the level-spacing statistics can be described by those of random matrices [4,9,153]. For example,
for systems with a time-reversal symmetry, the statistics are characteristic of those of random matrices from the Gaussian
orthogonal ensemble (GOE) [2]. If, in addition to time-reversal symmetry, the system has a half-integer spin interaction, the
resulting level-spacing statistics follow those of random matrices from the Gaussian symplectic ensemble (GSE). When the
time-reversal symmetry is broken, e.g., as in the presence of a magnetic field, the level-spacing statistics are governed by
the Gaussian unitary ensemble (GUE) randommatrices.

We will review the relevant works on level-spacing statistics for both graphene billiards with confined pseudo-Dirac
quasiparticles and two-dimensional massless Dirac billiards, with a special eye toward the fundamental issue of whether
the distinct statistical behaviors associated with different symmetry classes are preserved in relativistic quantum chaotic
systems, since some basic traits such as intrinsic spin, linear dispersion, Klein tunneling, and chirality, etc., are not present in
nonrelativistic quantum systems [154]. Thework of Berry andMondragon [93] on themassless neutrino billiardwas seminal,
where they found that, if the classical dynamics are integrable, the level-spacing statistics are of the Poisson type - a result
similar to that in nonrelativistic quantum systems. However, for classically chaotic dynamics, the level-spacing statistics
are those of GUE, even in the absence of any magnetic field. Berry and Mondragon attributed this peculiar phenomenon to
the chiral nature of Dirac particles and the scalar confinement potential that breaks the time-reversal symmetry. Graphene
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confinements that have the geometric shape of chaotic billiards represent a class of experimental systems for testing energy-
level statistics in the relativistic quantum regime.

Relativistic quantum scars.
Scarring is a remarkable phenomenon in quantum systems whose classical dynamics are chaotic. Intuitively, because of

ergodicity associated with chaos, one may expect the quantum wavefunctions to be uniformly distributed in both the posi-
tion and phase spaces. Signatures of highly non-uniformdistribution of thewave functions, in particular their unusually high
concentrations about the classically unstable periodic orbits, were first discovered by McDonald and Kaufman in their com-
putation of the eigenstates of a quantum particle confined in the chaotic stadium billiard [26], a phenomenon that was later
coined as ‘‘quantum scars’’ by Heller [28]. The phenomenon of scarring was then explained theoretically by Bogomolny [53]
and Berry [1] based on the semiclassical Green’s function. In traditional quantum chaos, scars have been an active area of re-
search [27,29,52,54–79]. In open systems such as quantumdots, the remnants of scars exist: quantumpointer states [73,155–
160] that can lead to significant conductance fluctuations associated with electronic transport [69,80,81,161–163].

We will present a systematic review of the phenomenon of scarring in relativistic quantum systems, focusing on such
issues as whether scars can arise in relativistic quantum systems and whether there are unique characteristics of relativistic
quantum scars that have no counterparts in nonrelativistic quantum systems. In particular, we will discuss results from a
study of chaotic graphene billiards [121],where relativistic quantumscarswere found.Wewill thenpresent a striking class of
scars, chiral scars, which occur on classical periodic orbits with an odd number of bounces off the domain boundary. For such
a scar, the phase difference of a full rotation around the periodic orbit and its time reversed counterpartwill gain an additional
value of π , leading to anomalous half values of a semiclassical characterizing quantity. Chiral scars were discovered, thanks
to the development of a conformal-mapping based method to solve the Dirac equation with infinite mass confinement,
which enables accurate and efficient determination of a large number of energy levels and the associated eigenstates [123].
We will also provide a detailed account of the fundamental physical mechanisms for chiral scars based on a combination of
considerations of symmetry and the effect of an external magnetic flux.

Relativistic quantum chaotic scattering.
Chaotic scattering is a well studied phenomenon in classical nonlinear dynamics [164–170], which is the physical

manifestation of transient chaos in classical Hamiltonian systems [171]. In open Hamiltonian systems, scattering dynamics
can range from regular to nonhyperbolic with a mixed phase space, and to fully developed (hyperbolic) chaotic.

In traditional quantum chaos, the scattering matrix (S-matrix) is the standard tool to characterize quantum chaotic scat-
tering, whose elements are the transition amplitudes between quantum states of the system before and after the scattering,
which is largely attributed toMiller’s work that expressed the S-matrix in terms of purely classical quantities [172]. For fully
developed classical chaos, the S-matrix elements in the semiclassical regime exhibit random fluctuations [173] with respect
to parameter variations, where it was found that hyperbolic and nonhyperbolic scattering can have quite distinct quantum
manifestations in the statistical properties of the fluctuations of the S-matrix elements [82].

We will review several key results in relativistic quantum chaotic scattering, focusing on the problem of conductance
fluctuations in graphene quantum dot systems.Wewill demonstrate that classical chaos can suppress sharp resonances and
smooth out the fluctuations with energy. The idea of exploiting chaos to control the statistical properties of conductance
fluctuations will be discussed.

Role of chaos in relativistic quantum tunneling.
The interplay between classical chaos and quantum tunneling has been a topic of continuous interests [174–181]. Among

themany interesting phenomena, chaos-regularized quantum resonant tunneling [180] is remarkable, where classical chaos
can significantly suppress the spread in the tunneling rate commonly seen in classically regular systems. Resonant tunneling
typically occurs in a closed billiard system (often symmetric) with a localized potential barrier separating the cavity into
two parts. For an infinite barrier, each part is a closed system with an infinite set of eigenenergies and eigenstates. When
the barrier is finite, there can be resonant tunneling between the two parts. If the classical dynamics are integrable, some
stable periodic orbits whose trajectories do not encounter the potential barrier lead to quantum states with extremely low
tunneling rate even when the energy is comparable with or larger than the height of the potential barrier. There are also
eigenstates corresponding to classical orbits that interact with the potential barrier, and these are strongly tunneling states.
As a result, the quantum tunneling rate can spread over a wide range. For classically chaotic dynamics, typical orbits interact
with the potential barrier and this effectively removes the extremely small values of the tunneling rate and suppresses its
spread.

Wewill first discuss relativistic quantum resonant tunneling in systemswith fully developed chaos.Wewill then describe
the effect of classically nonhyperbolic dynamics on tunneling. Finally, we will address the issue of many body effects
by presenting some key results on resonant tunneling in chaotic graphene systems modeled by the mean-field Hubbard
Hamiltonian that includes electron–electron interactions. A unique phenomenon that finds no counterpart in nonrelativistic
quantum tunneling systems is that, due to Klein tunneling, evenwhen the particle energy is much smaller than the potential
height, there can still be a significant amount of quantum tunneling. Themainmessage is that, classical chaos can effectively
regularize quantum resonant tunneling, regardless of the nature of the tunneling system (e.g., graphene or Dirac fermion)
and regardless of whether many body interactions are taken into account.
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Fig. 1. Graphene hexagonal lattice. The unit cell contains two carbon atoms A and B belonging to two nonequivalent sublattices, where a1 and a2 are the unit
cell vectors with lattice constant a = 2.461 Å. Atom 0 has three nearest neighbors: 11−13, six second-nearest neighbors: 21−26, and three third-nearest
neighbors: 31− 33. The horizontal and vertical edges correspond to armchair and zigzag boundaries, respectively.
Source: From Ref. [199] with permission.

Superpersistent current in chaotic Dirac fermion systems.
Currents requiring no external voltage with zero resistance, persistent or permanent currents, can arise in systems

that are not superconducting. This remarkable phenomenon was theoretically predicted [182] to occur in normal metallic
or semiconductor ring systems subject to a central Aharonov–Bohm (AB) [183] magnetic flux. Persistent currents were
indeed observed experimentally in metallic [184–188] and semiconductor [189–191] rings in the mesoscopic regime. In
nonrelativistic quantum systems, material impurities, random disorder, or boundary imperfection can have a devastating
effect on persistent currents, fundamentally restricting the phenomenon to systems at or below the mesoscopic scale.

Boundary irregularities can lead to classical chaos even in a circular domain - a prototype of quantum systems in
which persistent currents are typically studied. In nonrelativistic quantum systems, boundary deformation leading to chaos
can diminish the currents [192–198]. However, it was discovered recently that persistent currents can arise and sustain
in the presence of symmetry-breaking perturbations in classically chaotic Dirac fermion systems [137]. The underlying
physical mechanism was identified to be Dirac whispering gallery modes (WGMs) along the domain boundary, which carry
large angular momenta. It was also found that in Dirac fermion systems, persistent currents are robust against random
disorders [139]. The focus of our discussion will then be on the robustness of persistent currents in relativistic quantum
systems with classical chaos or random disorders.

2. Relativistic quantum billiards and solution methods

2.1. Graphene billiard

2.1.1. Tight-binding Hamiltonian
Graphene billiards represent a paradigmatic setting to study the relativistic quantum manifestations of classical

chaos [115,121,147]. A graphene billiard, or a graphene flake, is a confinement with abrupt edge terminations. Ideally,
it is equivalent to a two-dimensional infinite potential well of certain geometric shape: the potential is zero within the
confinement region but it is infinite outside of the region. The shape of the region can be chosen to yield distinct classical
dynamics including chaos.

An accurate description of the electronic band structure of graphene requires the value of the hopping energies between
an atom and its nearest, second-nearest, and third-nearest neighbors, as shown in Fig. 1. The band structure so calculated
agrees well with that from ab initio calculations [199]. A peculiar feature is the existence of the Dirac point where the two
bands touch linearly and form a Dirac cone, where the quasiparticles follow the 2D massless Dirac equation. Nonetheless,
if one is interested in the behavior of the quasiparticles only close to the Dirac point, considering only the nearest neighbor
interactions suffices. For a graphene confinement in the presence of a magnetic field, the tight-binding Hamiltonian taking
into account only the nearest neighbor hopping energy is given by

Ĥ =
∑

(−tij)|i⟩⟨j|, (1)

where the summation is over all pairs of nearest neighboring atoms, and

tij = t exp(−i
2π
Φ0

∫ ri

rj
dr · A), (2)
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is the nearest-neighbor hopping energy, A is the vector potential associated with the magnetic field, Φ0 = h/e =
4.136× 10−15 Tm2 is the magnetic flux quantum, h is the Planck constant and e is the electron charge, and t ≈ 2.8 eV is the
nearest-neighbor hopping energy in the absence of amagnetic field [101–107]. Under the Landau gauge, the vector potential
can be written as A = (−By, 0, 0) for a uniform magnetic field B perpendicular to the billiard plane. It is often convenient
to use the magnetic flux Φ = BS through a hexagonal plaque as a parameter characterizing the magnetic field, where the
area is S = 3

√
3/2a20 = 5.24 Å2, and a0 = 1.42 Å is the atomic separation distance of the graphene lattice. The on-site

energy can be neglected because it has approximately the same value for all carbon atoms in the graphene confinement. The
eigenenergies and the eigenstates can be calculated through diagonalization of the tight-binding Hamiltonian.

2.1.2. Boundary conditions for graphene billiards
At low energies, the quasiparticle motions in graphene obey relativistic Dirac equation. To solve the Dirac equation in

an arbitrary two-dimensional domain, the boundary conditions are of critical importance. It is thus insightful to examine
the boundary conditions for a graphene domain, where the graphene lattice can be terminated in an arbitrary orientation
(see Eqs. (3.8) and (3.9) in Ref. [200]). In the summation form in Eq. (3.10) there, only the terms with |λ±| = 1 form the
four-component spinor in the Dirac equation, and the remaining terms describe how the boundary modes decay from an
edge. Through such an analysis, the authors of Ref. [200] found that, for most orientations, the boundary conditions should
be of the zigzag type. The staggered boundary potential in graphene can be used to mimic the mass confinement for Dirac
particles.

A graphene system in the absence of magnetic field preserves the time-reversal symmetry, which is the starting point
to derive the boundary conditions [200]. In particular, the staggered lattice potential breaks the pseudo-spin symmetry of
the sublattice, which resembles the symplectic symmetry of a spin system, but preserves the true time-reversal symmetry.
A unique characteristic of graphene systems is pseudospins due to the A and B atoms in a unit cell that constitute two
inter-displaced triangular lattices, respectively. This is a feature that is not reflected by the conventional Dirac equation that
describes the behavior of a single relativistic quantum particle. As a result, for relativistic quantum systems described by the
Dirac equation, the mass term (not necessarily infinite) breaks the true time reversal symmetry. This difference between a
graphene system and a Dirac fermion system canmanifest itself in the statistics of energy level-spacing in classically chaotic
billiards, where a chaotic graphene billiard exhibits GOE (Gaussian Orthogonal Ensemble) statistics [115,118,120], while a
chaotic Dirac billiard such as the neutrino billiard has the GUE (Gaussian Unitary Ensemble) statistics [93], as to be discussed
extensively in Section 3.

The boundary conditions for quasiparticle motions in a graphene system were obtained using the Dirac equation [200],
taking into account the discrete-lattice structure. A complete description of graphene incorporating boundaries requires
four-component spinors due to the necessity to include the pseudospin quantum numbers associated with the two
sublattices and the two non-degenerate valleys. Solutions of the 2D Dirac equation with two-component spinors are thus
appropriate only to describe the relativistic quantum motion of pseudo-particles in graphene only in the absence of inter-
valley scatterings. In general, the boundaries of a closed graphene domain will mix the quantum dynamics associated with
the two valleys, implying that the two-component Dirac equation cannot provide a completely accurate description of
graphene systems. Nevertheless, analysis and solutions of the 2D Dirac equation in an arbitrary geometrical shape can
provide insights into the behaviors of the graphene billiard of the same shape and understanding of phenomena such as
chaotic scattering [132,140,141,201].

2.1.3. Interacting electrons in graphene billiard
In condensedmatter systems, many body interactions (or electron–electron interactions) lead to fascinating phenomena

such as superconductivity and fractional quantum Hall effect. In the field of quantum chaos, the standard setting was that
of single-particle quantum dynamics, in which many-body effects were ignored. While there were previous studies of
the interplay between many-body interactions and classical chaos [202–205], these were exclusively for non-relativistic
quantum systems. To investigate the effect of chaos on relativistic quantum systems with many-body interactions is thus
an outstanding problem not only fundamental to physics but also important for the practical development of relativistic
quantum devices.

The interplay between classical dynamics and many-body interactions in the specific setting of relativistic quantum
tunneling in graphene systems can be studied [136] using the celebrated Hubbard model [206]. The main contribution to
π-electron hopping in the graphene honeycomb lattice is pz orbital, where each orbital can have two electrons at most,
one spin up and another spin down. To gain insights into the essential physics of electron–electron interactions in graphene
while stillmaking themodel tractable, one needs to take into account nearest-neighbor hopping terms and electron Coulomb
repulsion at the local site. The tight-binding Hubbard Hamiltonian has the following standard form [207]:

Ĥ = −t
∑
⟨i,j⟩,σ

c†
i,σ cj,σ + U(x, y)

∑
i,σ

c†
i,σ ci,σ + UH

∑
i,σ

ni,σni,σ , (3)

where the summation of ⟨i, j⟩ is over all nearest-neighbor pairs, the index {σ , σ } denotes spin up and down electrons, c†
i,σ

(cj,σ ) is the creation (annihilation) operator, niσ = c†
i,σ ci,σ is the number operator, U(x, y) is the location dependent external

electric potential, and UH is the Coulomb energy describing the interaction between a spin-up and a spin-down electrons at
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the same site. While the Hubbard Hamiltonian provides a somewhat simplified picture of electron–electron interactions in
the corresponding system, the analysis and computations become extremely difficult even for moderate system size with
only tens of atoms. For relatively large system size, approximation must be employed to gain physical understanding of
the system behaviors. A standard approach is to use the mean-field approximation, where the Hamiltonian (3) is modified
to [208–213]

ĤMF = −t
∑
⟨i,j⟩,σ

c†
i,σ cj,σ + U(x, y)

∑
i,σ

c†
i,σ ci,σ + UH

∑
i,σ

⟨ni,σ ⟩ni,σ . (4)

Physically, the mean-field Hamiltonian describes the situation where a spin-up electron at site i interacts with the average
spin-down electron population ⟨ni↓⟩ at the same site, and vice versa. The mean field Hubbard model is effectively a
variation of the unrestricted Hartree–Fock approximation [214]. There have been recent efforts in comparing the various
aspects of the mean-field Hubbard model with those from first-principle or quantum Monte-Carlo calculations, with the
conclusion that the mean-field approximation is generally valid for graphene systems [212,213], especially in the weak
coupling regime [209,215]. It is thus reasonable to choose the parameter UH below the critical Coulomb repulsion [213]
Uc = 2.2t .

System (4) can be solved iteratively, as follows. At half-filling and zero temperature, the average density of electrons
with spin σ at atom i is defined as ⟨ni,σ ⟩ =

∑N/2
n=1ρi,σ (En), where N is the total number of eigenstates with a given spin,

and ρi,σ (En) = |ψn
i,σ |

2 is the local density of states (LDS) at site i for the n’th eigenstate ψn
i,σ . Starting from an initial

condition of ⟨ni,σ ⟩ for spin σ , one has the complete Hamiltonian in (4) for spin σ , which yields a new set of eigenstates
{En, ψn

σ , n = 1, . . . ,N} and can then be used to calculate ρσ (En), leading to a new set of ⟨ni,σ ⟩. Using ⟨ni,σ ⟩ as the initial
condition, one can use the Hamiltonian in (4) to solve the set of eigenstates for spin σ , yielding a new set of average density
⟨ni,σ ⟩ of electrons for spin σ . One then iterates the process until ⟨ni,σ ⟩ and ⟨ni,σ ⟩ reach a steady state.

A concrete example is resonant tunneling in a closed graphene billiard, where the whole domain is divided into two
sub-domains: the left and right, with a 1D potential barrier at themiddle [136]. The initial configuration can be conveniently
chosen to be that of an anti-ferromagnetic state, where the initial values of ⟨ni↓⟩ are chosen to be +1/−1 at sublattice A/B,
respectively. The local spin density at site i ismi = (⟨ni,↑⟩−⟨ni,↓⟩)/2. In the Hubbardmodel, the number of electrons is fixed,
so the total spin density of the whole system is given by M =

∑N
i=1mi = ML

+ MR
= 0, where ML and MR represent the

total spin density at the left and the right sides of the potential barrier, respectively.

2.2. Microwave billiards with a triangular photonic structure

Artificial honeycomb lattices offer a tunable platform for studying massless Dirac quasiparticles. There have been exten-
sive works on constructing such lattices employing nanopatterning of two-dimensional electron gases in semiconductors,
molecule-by-molecule assembly by scanning probe methods, and optical trapping of ultracold atoms in crystals of light
(Ref. [216], references therein). Due to the wave nature of the electron motion in the honeycomb graphene lattice, the
relativistic pseudo-particles can also be created using microwave photonic crystals [217–230] or mechanical vibrations and
phononic crystals [231–236], where the propagation of the electromagnetic or acoustic wave follows the same honeycomb
lattice structure, as shown in the left panel of Fig. 2. This leads to remarkable behaviors in tunneling and edge states
[228–230].

Based on the honeycomb lattice structure of the voids between the metal cylinders (left panel of Fig. 2), one can employ
the tight-binding method to calculate the band structure of the microwave photonic crystal [199,237], as shown in the right
panel of Fig. 2. In particular, the dependence of the frequencies f (q) on the wave vector q can be obtained by solving the
following generalized eigenvalue problem [224]:

ĤTB|ψq(r)⟩ = f (q)SWO|ψq(r)⟩, (5)

with the tight-binding Hamiltonian

ĤTB =

(
γ0 + γ2h2(q) γ1h1(q)+ γ3h3(q)

γ1h1(q)+ γ3h3(q) γ0 + γ2h2(q)

)
,

and the wavefunction overlapping matrix is given by

SWO =

(
1+ s2h2(q) s1h1(q)+ s3h3(q)

s1h1(q)+ s3h3(q) 1+ s2h2(q)

)
,

where γ0 is the on-site potential, γn (n = 1, 2, 3) are the nearest-, second-nearest- and third-nearest-neighbor coupling
energies, sn (n = 1, 2, 3) are the corresponding overlaps between the wavefunctions centered at different sites, hn(q)
(n = 1, 2, 3) are associatedwith the different coupling energies [199]. In Ref. [224], the authors investigated superconducting
microwave Dirac billiards (e.g., left panels of Fig. 3) and obtained the density of eigenfrequencies experimentally (black
curves in the right panels of Fig. 3). The tight-binding model was used to fit the data, yielding the values of the coupling and
overlapping parameters as listed in Table 1. From the right panels of Fig. 3, one can see that the tight-binding model and the
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Fig. 2. Triangular lattice of metallic cylinders and the corresponding band structure. Left: a triangular lattice of metallic cylinders, where a is the lattice
constant and R = 0.25a. The voids (small blue and red circles) between the cylinders form the honeycomb lattice. Right: band structure for microwave
propagating in the honeycomb lattice of voids.
Source:Modified from Ref. [217] with permission.

Fig. 3. Basin plates of microwave Dirac billiards and the corresponding density of states. Left: two billiards with different boundaries, each containing 888
metal cylinders. Right: the corresponding density of eigenfrequencies from experiments and from an infinite size tight-binding model. Lower panel: also
with the results from the tight-binding model of the same size as the experimental system.
Source:Modified from Ref. [224] with permission.

Table 1
Coupling parameters in GHz and overlapping parameters for the tight-binding model as fitted from the density of eigenfrequencies. From Ref. [224] with
permission.

γ0 γ1 γ2 γ3 s1 s2 s3
B1 0.011 1.009 0.022 −0.013 −0.060 −0.023 −0.009
B2 0.007 1.008 0.038 −0.011 −0.062 −0.020 0.002

experimental results agree very well, indicating the validity and accuracy of the tight-binding model. A different work using
artificial honeycomb lattice of dielectric resonators gave similar results for the coupling parameters [221].
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Fig. 4. Illustration of a 2D Dirac billiard domain and the boundary conditions. The domain boundary is parameterized by arc length s. For motion of a
massless Dirac fermion inside the domain, the boundary conditions are of the zero-flux type, i.e., no outward current at any point s: j · n = 0, which is
equivalent to ψ2/ψ1 = i exp[ĩθ (s)]with θ̃ (s) being the argument of the outward normal n(s).

Chaotic Dirac billiard of microwave photonic crystal can be constructed by setting the boundaries such that the classical
dynamics are chaotic. For example, an Africa shaped superconducting microwave photonic crystal was constructed and the
spectral statistics were investigated [225,227].

2.3. Dirac billiard

2.3.1. Dirac equation in a closed domain
Consider a massless spin-half particle in a finite domain D in the plane r = (x, y), as shown in Fig. 4. Utilizing an infinite-

mass term outside the domain to model the confinement of the particle motion within D, one can write the Hamiltonian in
the position representation as

Ĥ = −ih̄cσ̂ ·∇ + V (r)σ̂z, (6)

where c is the speed of light (when describing pseudo-Dirac particles in 2D Dirac materials, c should be replaced by the
corresponding Fermi velocity vF ), σ̂ = (σ̂x, σ̂y) and σ̂z are Pauli matrices, and V (r) is the infinite-mass confinement potential:

V (r) =
{

0, r ∈ D,
∞, r outside of D. (7)

The Hamiltonian Ĥ acts on the two-component spinor wave-function ψ(r) = [ψ1, ψ2]
T and it has eigenenergy E, i.e.,

[−ih̄cσ̂ ·∇ + V (r)σ̂z]ψ(r) = Eψ(r). (8)

Some basic properties of Eq. (8) are the following. Firstly, the confinement condition of imposing infinite mass outside D
naturally overcomes the difficulty for electric potential caused byKlein tunneling for relativistic quantumparticles. Secondly,
the reduced spatial dimension and confinement break the time-reversal symmetry of Ĥ , namely

[T̂ , Ĥ] ̸= 0, (9)

where T̂ = iσyK̂ , and K̂ denotes complex conjugate. Thirdly, for V = 0 in Eq. (8), there exist plane-wave solutions whose
positive-energy part has the form

ψk(r) =
1
√
2

⎛⎜⎝exp(−i
θ

2
)

exp(i
θ

2
)

⎞⎟⎠ exp(ik · r), (10)

where k is a wave-vector that makes an angle θ with the x axis.
In the presence of a magnetic field, the Dirac Hamiltonian is

Ĥ = cσ̂ · (−ih̄∇ + eA)+ V (r)σ̂z . (11)

where A is the vector potential.
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2.3.2. Boundary conditions for Dirac billiards
To obtain solutions of Eq. (8), one needs a proper treatment of the boundary conditions, which is a subtle and challenging

issue [200]. Due to the finite domain and the first-order nature of the Dirac equation, a naive treatment of the boundary
conditions will lead to trivial or even non-physical solutions. One example is the relativistic particle in a one-dimensional
box. By simply letting the whole spinor have zero values at the walls of the box, only a trivial (all-zero) solution of the
eigenfunctions can be obtained. To overcome this difficulty, many self-adjoint extensions of the boundary conditions in
both Dirac andWeyl representations have been proposed [238]. For example, in (1+ 1) dimensions, one family of boundary
conditions is to force either the large or the small component of the spinor to be zero at thewalls of the box. Some variances of
these boundary conditions also exist [239,240], e.g., by assuming that the large component vanishes at one boundary and the
small component vanishes at the other, or by assuming that both components differ by factors±i. Some of these boundary
conditions also preserve the physical symmetries, such asP and CPT symmetries. However, these types of conditions are not
appropriate in (2+ 1) dimensions, because the walls of the box are impenetrable. Physically, this means that the relativistic
current j = cψ†σ̂ψ normal to the boundaries must vanish. The vanishing current condition was previously used in the bag
model [241–243] of quark confinement, which solves the Dirac equationwith a Lorentz scalar potential. It was assumed that
the rest mass of the particle m(r) is a position-dependent parameter. One could then solve this infinite-well problem for a
particle of varying mass by letting the mass go to infinity outside the box in order to take into account the Klein paradox.
A similar method was adopted by Berry and Mondragon [93] in their study of the energy level-spacing statistics for the
relativistic neutrino billiard.

A proper treatment of the boundary conditions requires the inclusion of a mass term in the Dirac Hamiltonian. Even for a
massless particle inside the billiard, the boundary confinement can be thought of that of an infinite mass potential. It is thus
useful to examine the general Dirac equation for a massive particle in (2+ 1) dimensions, which is given by

ih̄∂tψ(t) = Ĥψ(t), (12)

where the general form of the Hamiltonian is

Ĥ = c(α̂ · p̂)+ β̂mc2, (13)

and ψ is a two-component Dirac spinor. Assuming stationary solution ψ(t) = ψ exp(−iEt/h̄), one obtains the steady-state
Dirac equation

Ĥψ = Eψ. (14)

In two dimensions, α̂ = σ̂ = (σx, σy) and β = σz are choices satisfying all anticommutation/commutation relations of the
Dirac/Lorentz algebra [244].

Two methods are available for obtaining the proper boundary conditions: either replacing themc2σz term by a potential
V (r)σz in the Hamiltonian and letting V (r) tend to infinity outside the domain, or using the vanishing current condition
j · n = 0, where n is the normal vector at the boundary, as shown in Fig. 4. The second method leads to

Re(eĩθ (s)ψ1/ψ2) = 0,

where ψ1 and ψ2 are the components of the Dirac spinor, ψ = [ψ1, ψ2]
T , and θ̃ (s) is the argument of the surface normal n.

The boundary condition can then be written as [93]

ψ2/ψ1 = i exp[ĩθ (s)]. (15)

When an external electric potential U is present, E is replaced by E−U . For a massless fermion, one can then write the Dirac
equation as[

c(σ̂ · p̂)+ U
]
ψ = Eψ, (16)

where c is the speed of light which, for graphene, should be replaced by the Fermi velocity vF ∼ 106 m/s.

2.4. Finite element method for solving the Dirac equation in two dimensions

2.4.1. Discretization scheme and elimination of fermion doubling effect
To numerically solve the Dirac equation, it is necessary to develop an efficient and physically meaningful discretization

scheme. Unlike the standard discretization of second order differential equations such as the Schrödinger equation,
discretization for the massless Dirac equation is a much harder problem. A difficulty is that the usual finite difference
methods fail because they introduce the so-called fermion-doubling effect, even for open or periodic boundaries. Fermion
doubling is also a problem for lattice QCD computations [241–243].

The phenomenon of fermion doubling can be explained conveniently using the Dirac equation in one dimension:

ih̄∂tψ = ih̄cσx∂xψ. (17)
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Fig. 5. A discretization scheme for solving the Dirac equation in an arbitrary closed 2D domain with fermion doubling eliminated. A two-dimensional
bowtie domain, which exhibits chaos in the classical limit, is illustrated to show the discretized lattice. The red filled and blue open circles spaced by ∆
represent the boundary and inner lattice points, respectively, where the Dirac spinor values are sampled. The actual Dirac equations are evaluated at the
black cross points, the centers of unit cells.
Source: From Ref. [122] with permission.

Setting the lattice grid x = n∆ and exploiting the central difference approximation

∂xψ(n) = [ψ(n+ 1)− ψ(n− 1)]/(2∆),

one obtains the following Fourier transformed equation:

ih̄∂t ψ̃ = [h̄cσx sin(px∆)/∆]ψ̃ = H̃ψ̃. (18)

The energy is given by

|E| = |h̄cσx sin(px∆)/∆|. (19)

In the first Brillouin zone (BZ) where p ∈ [−π/∆, π/∆], the energy expression indicates that there are more than one point
satisfying the linear energy–momentum relation, giving rise to fermion doubling. There were previous efforts in eliminating
this effect [245,246].

To eliminate fermion doubling, one can design certain discretization scheme [122,246] for solving the 2D Dirac equation,
as shown in Fig. 5. One first discretizes the whole domain using a two-dimensional lattice. The Dirac spinors are evaluated at
lattice points (m, n). One then solves the Dirac equation at the center of each unit cell: (m+ 1

2 , n+
1
2 ). From the Hamiltonian,

one has that the derivatives of the Dirac spinor are approximately given by

∂xψm+ 1
2 ,n+

1
2
=
ψm+1,n+1 + ψm+1,n − ψm,n+1 − ψm,n

2∆
,

∂yψm+ 1
2 ,n+

1
2
=
ψm+1,n+1 + ψm,n+1 − ψm+1,n − ψm,n

2∆
.

The spinors at the unit cell centers can be approximated as the average of the four spinor values from the neighboring lattice
points:

ψm+ 1
2 ,n+

1
2
=

1
4
(ψm+1,n+1 + ψm,n+1 + ψm+1,n + ψm,n). (20)

It was demonstrated [122] that this numerical scheme can successfully eliminate fermion doubling.

2.4.2. Boundary conditions and matrix representation of Dirac equation
In a closed domain, the number of Dirac equations at unit cell centers (denoted as M) is less than the number of total

spinors at the lattice points (denoted as N): M < N . The difference can be accounted for by the boundary conditions. It is
necessary to write the Dirac equation in matrix form to incorporate the boundary conditions into the solution procedure.
Let ψ = (ψ1, ψ2, . . . , ψN )T be the column vector containing all spinor values on the lattice, where ψ actually has 2N
components. Let Dx/(2∆), Dy/(2∆) and A/4 be the matrix representation of the operators ∂x, ∂y, and the averaging operator
in Eq. (20), respectively. These matrices all have the dimensionM × N . In the matrix form, Eq. (16) becomes [122][

−
2ih̄c
∆

(
Dx ⊗ σx + Dy ⊗ σy

)
+ U(x, y)A⊗ 12

]
ψ = EA⊗ 12ψ. (21)

Since there are 2M equations, 2N − 2M boundary conditions are needed, which can be written as

Bψ = 0, (22)
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where B is a (2N − 2M)× 2N matrix. Since not all spinors are independent, the spinor vector can be permuted by

ψ′ = Pψ =
[
ψD
ψB

]
, (23)

whereψD’s are independent Dirac spinors andψB’s are spinors at the boundary that can be expressed by other components
in ψD, and P is an orthogonal permutation matrix. Defining

H ′ =
[
−

2ih̄c
∆

(
Dx ⊗ σx + Dy ⊗ σy

)
+ U(x, y)A⊗ 12

]
PT ,

A′ = A⊗ 12PT , and B′ = BPT , one obtains

H ′ψ ′ = EA′ψ ′, B′ψ ′ = 0. (24)

With the boundary conditions, one can explicitly express ψB by ψD. Let B′ = [B1,B2], where B2 is a square matrix. One has

ψB = −B
−1
2 B1ψD.

Letting H ′ = [H1,H2] and A′ = [A1,A2], where H2 and A2 are square matrices, and substituting ψB into H ′ψ ′ = EA′ψ ′, one
finally obtains

HDψD = EψD, (25)

where

HD = (A1 − A2B−12 B1)−1(H1 − H2B−12 B1).

An issue with the newly defined HamiltonianHD is that it is not Hermitian in general due to the finite domain and the lattice
approximation of the original smooth boundaries, in spite of its possessing real eigenvalues. This difficulty can be overcome
through introducing

H = (HD + H†
D)/2, (26)

which is the Hamiltonian for a new physical system. For infinitesimal values of∆, the energy spectra of the two systems are
identical, and the eigenstates of the two systems are close to each other especially at low energies, where the discretized
system is a faithful representation of the Dirac equation.

2.4.3. Validation of solution method using a ring domain for which the Dirac equation is analytically solvable
Even for a domain as simple as a rectangle, the Dirac equation is not analytically solvable due to the entanglement of the

two Cartesian coordinates. The ring domain provides a setting inwhich the variables can be separated so that the eigenvalues
and eigenstates can be obtained analytically, enabling test and validation of the numerical solution method. The general
solutions of the Dirac equation in a domain with circular boundaries can be written as

ψn = Neinθ
[

Zn(kr)
sgn(E − U)ieiθZn+1(kr)

]
, n = 0,±1, . . . (27)

where k = |E − U | /(h̄c), and N is a normalization constant. For a ring domain, Zn(x), the radial function of the spinor
components, is a linear combination of the first- and second-kind Bessel functions, Jn(x) and Yn(x). Say the inner and outer
radii of the ring domain are R1 = 0.5 and R2 = 1, respectively. Analytically, the solution in Eq. (27) can be obtained with a
potential that has a staircase-like profile in the radial direction but is constant in the angular direction. However, the case
with an arbitrary potential can only be solved numerically. For the simple case where the electrical potential is zero, the
energy levels for each angular mode can be obtained using the inner and outer boundary conditions, E(n)

m = h̄ck(n)m , where k(n)m
can be obtained as the solutions of

[Jn+1(kR1)+ Jn(kR1)] [Yn+1(kR2)− Yn(kR2)]
= [Jn+1(kR2)− Jn(kR2)] [Yn+1(kR1)+ Yn(kR1)] . (28)

The eigenstates can be calculated after the normalization constants N (n)
m are computed. Results of the analytical calcula-

tions in comparison with the numerical solutions are demonstrated in Fig. 6 - there is essentially no discrepancy.

2.5. Boundary integral method for solving the Dirac equation in two dimensions

The relativistic version of the boundary integral technique was first developed by Berry and Mondragon for calculating
the eigenvalues of the chaotic neutrino billiard [93], which is described by the massless Dirac equation. The general idea is
to reduce the problem of 2D linear differential equation to a 1D integral equation on the boundary by the Green’s function
method.
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Fig. 6. Comparison of numerical and exact eigenenergies and eigenstates of Dirac equation in a ring billiard. For a ring domain, the Dirac equation is
analytically solvable, which provides a system to test and validate the numerical solution procedure. The lowest 80 positive eigenenergy levels and two
examples of the eigenstates from numerics (blue squares) and theory (red crosses) are compared. The unit convention h̄ = c = 1was used in the numerical
computation.
Source: From Ref. [122] with permission.

Fig. 7. Basic setting of the boundary integral method for solving the Dirac equation in an arbitrary 2D closed domain. Shown are the various angles and
chords used in boundary integral.

For a general 2D domain Dwith boundary ∂D, the massless Dirac equation under the unit convention h̄ = c = 1 is

− iσ̂ ·∇ψ(r) = kψ(r), (29)

where ψ(r) = [ψ1, ψ2]
T and the boundary condition is of the vanishing outward current type that is equivalent to [93]

ψ2(r)
ψ1(r)

= i exp{ĩθ (s)} (30)

at the boundary point r ∈ ∂D, with θ̃ (s) denoting the angle between the horizon and the outward unit normal vector n, as
shown in Fig. 7. The Dirac equation in Eq. (29) can be reduced to an integral equation about the boundary ∂D by means of
the free-space Green’s function G0(r, r ′; k) defined as

kG0(r, r ′; k)+ iσ̂ ·∇rG0(r, r ′; k) = δ(r − r ′)1. (31)

In general, a reflection correction G1 is necessary due to the propagator (Green’s function) G0 from the boundary to the
free space. However, it was demonstrated [93] that the term G1 has no effect on the eigenvalues. Using G0 thus suffices to
calculate the eigenvalues through the boundary integral. Letting ρ = |r − r ′| and (∂x ± i∂y) = e±ĩθ (∂n ± i∂s), one has

G0(r, r ′; k) = −
1
4

(
ikH (1)

0 (kρ) −e−ĩθH (1)
1 (kρ)(∂n − i∂s)kρ

−eĩθH (1)
1 (kρ)(∂n + i∂s)kρ ikH (1)

0 (kρ)

)
, (32)

where H (1)
ν with ν = 0,1 denotes the ν’th-order Hankel function of the first kind.
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Letting ψ†(r) = (ψ∗1 , ψ
∗

2 ), one has

kψ†(r)− i∇rψ
†(r) · σ̂ = 0. (33)

The operation of ψ†(r)× (31)− (33)× G0(r, r ′; E) leads to

i∇r · (ψ†σ̂G0) = δ(r − r ′)ψ†(r). (34)

Next, integrating r over D and using Green’s theorem yields

i
∮

dsn(s) ·
[
ψ†σ̂G0(r, r ′; E)

]
=

⎧⎪⎪⎨⎪⎪⎩
ψ†(r ′) (r ′ ∈ D),
1
2
ψ†(r ′) (r ′ ∈ ∂D),

0 (r ′ ̸∈ D ∪ ∂D),

(35)

where n(s) =
(
cos θ̃ (s), sin θ̃ (s)

)
. Taking r ′ ∈ ∂D and substituting (32) into (35) yield

−
k
4
i
∮

ds
[
iψ∗2 (s)e

ĩθH (1)
0 (kρ)− ψ∗1 (s)H

(1)
1 (kρ)(∂n + i∂s)ρ

]
=

1
2
ψ∗1 (s

′),

−
k
4
i
∮

ds
[
−ψ∗2 (s)H

(1)
1 (kρ)(∂n − i∂s)ρ + iψ∗1 (s)e

−ĩθH (1)
0 (kρ)

]
=

1
2
ψ∗2 (s

′).
. (36)

Using the boundary condition (30), one arrives at
ik
4

∮
dsψ∗1 (s)

[
H (1)

1 (kρ)(∂n + i∂s)ρ − H (1)
0 (kρ)

]
=

1
2
ψ∗1 (s

′),

ik
4

∮
dsψ∗1 (s)

[
ei(̃θ
′
−θ̃ )H (1)

1 (kρ)(∂n − i∂s)ρ + ei(̃θ
′
−θ̃ )H (1)

0 (kρ)
]
=

1
2
ψ∗1 (s

′).
. (37)

Note that the solution is singular at s = s′ because of the singularities in the Hankel functions. However, the singularities can
be removed [93] straightforwardly by adding the two integral expressions in (37) for ψ∗1 (s

′). One thus obtains the following
regularized integral equation,

ψ∗1 (s
′) =

ik
4

∮
dsψ∗1 (s)

{
(ei(̃θ

′
−θ̃ )
− 1)H (1)

0 (kρ)

+

[
(∂n + i∂s)ρ + ei(̃θ

′
−θ̃ )(∂n − i∂s)ρ

]
H (1)

1 (kρ)
}
.

(38)

Using the geometric relations as shown in Fig. 7,{
eiϑ = (∂n + i∂s)ρ,
ϑ ′ = ϑ + θ̃ − θ̃ ′,

(39)

one finally gets

ψ∗1 (s
′) =

∮
dsψ∗1 (s)

{
iM(s, s′)H (1)

0 (kρ)+ N(s, s′)H (1)
1 (kρ)

}
, (40)

where⎧⎪⎨⎪⎩
M(s, s′) = M(s′, s)∗ =

k
4

[
ei(̃θ
′
−θ̃ )
− 1

]
,

N(s, s′) = N(s′, s)∗ =
ik
4

[
eiϑ + e−iϑ

′
]
,

(41)

andM and N are Hermitian under interchange of s and s′.
To numerically solve the boundary integral equation (BIE) in Eq. (40), one simply divides the boundary ∂D of length L

equally into K points and defines⎧⎪⎪⎨⎪⎪⎩
sm ≡

mL
K
; ρ(sl, sm) ≡ ρlm,

M(sl, sm) ≡ Mlm; N(sl, sm) ≡ Nlm,

ψ∗1 (sl) ≡ ul; l,m = 1, 2, . . . , K

(42)

so as to convert Eq. (40) into a finite set of linear homogeneous equations
K∑
l=1

ul

{
δlm −

L
K

[
iMlmH

(1)
0 (kρlm)+ NlmH

(1)
1 (kρlm)

]}
= 0. (43)
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Numerically, the eigenvalues kn are approximately the zeros of the K × K complex determinant

DK (k) = det
{
δlm −

L
K

[
iMlmH

(1)
0 (kρlm)+ NlmH

(1)
1 (kρlm)

]}
. (44)

If the boundary is not divided equally, a factor accounting for the length of each segment is necessary in Eqs. (42)–(44).
To give an example, consider the family of analytical boundary defined by

x(φ)+ iy(φ) = w(z) ≡ w(eiφ), (45)

with the following analytic relations associated with w(z) on the boundary:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g(z) =
dw
dz
; ds =

√
dx2 + dy2 = |g(z)|dφ,

eĩθ = −i
dx+ idy

ds
=

zg(z)
|g(z)|

; ρ = |w(z)− w(z ′)|,

eiϑ = e−ĩθ (∂x + i∂y)ρ =
z∗g(z)∗(w(z)− w(z ′))

|g(z)|ρ
,

e−iϑ
′

= e−iϑei(̃θ
′
−θ̃ )
=

z ′g(z ′)(w(z)− w(z ′))∗

|g(z ′)|ρ
.

(46)

Eqs.(42)–(44) can be rewritten in a more numerically feasible form as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φl =
2π l
K
; φm =

2πm
K
; 1 ≤ l,m ≤ K ,

zl ≡ eiφl; wl ≡ w(zl); gl ≡ g(zl),
ρlm = |wl − wm|,

Mlm =
z∗l zmg

∗

l gm
|glgm|

− 1,

Nlm = i
{
z∗l g
∗

l (wl − wm)
|gl|ρlm

+
zmgm(wl − wm)∗

|gm|ρlm

}
,

DK (k) = det
{
δlm −

πk
2K

√
|glgm|

[
iMlmH

(1)
0 (kρlm)+ NlmH

(1)
1 (kρlm)

]}
.

(47)

A few remarks on the boundary integral method are in order. Firstly, while it can be shown [247] that the discrete linear
equation converges exactly to the continuous boundary integral equation in the limit K → ∞, K must be finite in actual
computations. It is thus necessary to estimate how large K must be. To obtain an efficient numerical approximation to an
eigenvalue k corresponding to the de Broglie wavelength λ = 2π/k, one can introduce the density d of discretization defined
as the number of discrete points per de Broglie wavelength on the boundary: d = Kλ/L. Thus the numerical criterion for
calculating k is d ≫ 1 (e.g., d ∼ 10 in practice). Secondly, as demonstrated, a merit of the boundary integral method is to
convert the problem in two dimensions to one in one dimension so as to dramatically reduce the amount of the computation
for a desired accuracy [248]. The boundary integral method has been widely used not only in studying quantum chaos, but
also in engineering [249]. For most eigenenergies, the results agree well with those from other methods, e.g., the conformal
mapping method to be discussed next (see Fig. 8).

2.6. Conformal mapping method for solving the Dirac equation in two-dimensional chaotic billiards

The idea of employing conformal mapping to calculate quantum eigenenergies and eigenstates was first proposed by
Robnik and Berry [5,151] for nonrelativistic quantum billiard systems. This idea was recently extended to solving the Dirac
equation in relativistic quantum billiard systems without a magnetic field [123] or with an Aharonov–Bohm magnetic
flux [124,137]. In particular, a class of chaotic billiards can be obtained through conformal mapping from a circular domain,
which allows a large number of eigenvalues and eigenstates of the former to be calculatedwith high precision, leading to the
discovery of chiral scars in relativistic quantum chaotic systems [123,124] (see Section 4). When a perpendicular magnetic
flux is present at the center of a chaotic ring domain, the conformal mapping method enables accurate calculation of the
persistent currents associated with different eigenstates [137] (see Section 7).

The basic idea underlying the conformal mapping method is that, while the Dirac equation together with the boundary
condition is generally not separable in the Cartesian coordinates, for a circularly symmetric disk/ring domain, analytic
solutions can bewritten down, which form a complete orthonormal basis. Given a closed domainwith an analytic boundary,
if a proper conformal mapping exists that can transform the domain into a circular disk/ring, the analytic solutions of the
latter can be exploited to yield the solutions of the former. Before the transform, the geometrical space within the domain
is flat, but there are irregularities on the boundary which lead to random or chaotic scattering. After the transformation,
the boundary becomes simple, e.g., a circle, but the equation itself becomes complex with the underlying geometrical space
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Fig. 8. Comparison of eigenenergies calculated from the conformalmappingmethod (CMM) and boundary-integral method (BIM). For a heart-shaped Dirac
billiard whose classical dynamics are fully chaotic, the lowest 81 positive eigenenergy levels from both methods are shown.

becoming inhomogeneous. Since a complete orthonormal basis is available for the circular domain, the wavefunction can be
expanded onto this basis. Solving the expansion coefficients yields the eigenenergy and eigenwavefunctions. The solutions
in the circular disk/ring can then be transformed back to the original chaotic domain to yield a large number of eigenvalues
and eigenstates with high accuracy.

2.6.1. Analytic solution of the Dirac equation in the circular domain
In the polar coordinates r = (r, φ), for a closed circular domain of radius r0, the Dirac equation Eq. (6) takes the form

−i

⎛⎜⎝ 0 exp(−iφ)(
∂

∂r
−

i
r
∂

∂φ
)

exp(iφ)(
∂

∂r
+

i
r
∂

∂φ
) 0

⎞⎟⎠ψ(r) = µψ(r), (48)

where µ ≡ E/h̄c. For a circular boundary, the following relation holds: [Ĵz, Ĥ] = 0, where Ĵz = −i∂φ + 1/2σ̂z is the total
angular momentum operator. In general, the solutions of Eq. (48) can be expressed as [250]

ψ(r) =
(

C1Zl(µr) exp(ilφ)
C2Zl+1(µr) exp(i(l+ 1)φ)

)
, (49)

where l = 0,±1,±2, . . . , µ > 0, and Zl is the Bessel function. Substituting Eq. (49) into Eq. (48) and making use of the
recursion relations of the Bessel functions: Z ′l (x)± lZl(x)/x = ±Zl∓1(x), one obtains

C2

C1
= i. (50)

Since a physical solution must be finite at the origin, one has the eigenfunction

ψlm(r, φ) = Nlm exp(ilφ)
(

Jl(µlmr)
i exp(iφ)Jl+1(µlmr)

)
, (51)

where the normalization factor is

Nlm =
1√

2π
∫ 1
0 drr

[
J2l (µlmr)+ J2l+1(µlmr)

] , (52)

and the circular domain is assumed to have unit radius for convenience: r0 = 1.
The eigenvalues µlm can be determined from the boundary condition: Jl(µlm) = Jl+1(µlm). The eigenfunctions satisfy∫∫

D
drψ†

l′m′ (r)ψlm(r) = δll′δmm′ ,

where, under the zero-flux boundary condition, the set {ψlm} forms an orthonormal complete basis for the operator−iσ̂ ·∇
and its positive integral power [−iσ̂·∇]n (n = 1, 2, . . .). For the circular domain, the analytic solutions of both the eigenvalues
and eigenstates can be written as {µlm, ψlm(r, φ), l = 0,±1,±2, . . . ,m = 1, 2, . . .}.



L. Huang et al. / Physics Reports 753 (2018) 1–128 19

Fig. 9. Illustration of conformal mapping between a chaotic domain and a circle. Conformal transformation from the unit disk in z = x+ iy (z-plane) to the
billiard domain D in w = u+ iv (w-plane). The boundary is generated by the mapping function Eq. (54) with parameter β = 0.49.

2.6.2. Conformal mapping
Given a closed domain with an analytic boundary, one seeks to identify a proper conformal mapping to transfer the

domain into a circle. As shown in Fig. 9, an analytic billiard domain D can be defined as a conformal transformation of the
unit disk in the w−plane:

u(x, y)+ iv(x, y) = w(z) ≡ w(reiφ), r ∈ [0, 1], (53)

where w(z) is an analytic function with non-vanishing derivative in D. For example, the heart shaped billiard shown in the
right panel of Fig. 9 is given by:

w(z) =
1√

1+ 2β2
(z + βz2), β ∈ [0,

1
2
). (54)

For β = 0.49, the classical dynamics are chaotic [249].
The boundary can be parametrically defined as u = Re[w(eiφ)], v = Im[w(eiφ)]. The basic task is then to solve the

following stationary Dirac equation:

− iσ̂ ·∇uvψ = kψ, (55)

together with the boundary condition ψ2/ψ1|∂D = ieĩθ , where k ≡ E/h̄c . When being acted upon by the operator−iσ̂ ·∇uv ,
Eq. (55) becomes

−∆uv1ψ = k2ψ. (56)

Using the conformal mapping ∆ = |dw/dz|2∆uv to transform Eq. (56) to the unit disk in the z-plane, together with the
definition ψ ′(r) = ψ(u, v), one obtains the following form of Eq. (55) in the polar coordinates:

∆ψ ′ + k2T (r, φ)ψ ′ = 0, (57)

where T (r, φ) ≡ |dw/dz|2.
To solve Eq. (57), one expands ψ in terms of the eigenfunctions of the unit disk to obtain

ψ ′(r, φ) =
∞∑

l=−∞

∞∑
m=1

clmψlm(r, φ), (58)

where clm are the expansion coefficients. Substituting Eq. (58) into Eq. (57) gives
νlm

k2
−

∑
l′m′

Mlml′m′νl′m′ = 0, (59)

where νlm = µlmclm, and

Mlml′m′ =
Nl′m′Nlm

µl′m′µlm

∫ 2π

0
dφ exp{i(l′ − l)φ}

∫ 1

0
rdrT (r, φ)

×{Jl(µlmr)Jl′ (µl′m′ r)+ Jl+1(µlmr)Jl′+1(µl′m′ r)} . (60)

Once the eigenvalues λn and the eigenvectors ν(n) of thematrix (Mlml′m′ ) have been obtained, one gets the complete solutions
of Eq. (55) through the relations kn = 1/

√
λn and c(n)lm = ν

(n)
lm /µlm. A practical limitation is that, in actual computations, a

truncated basis {ψlm(r, φ)}, lmin ≤ l ≤ lmax, 1 ≤ m ≤ mmax is used. Thus unusually high energy levels and the associated
eigenstates cannot be determined accurately. Nonetheless, the conformal-mapping based method can yield a large number
energy levels and the corresponding eigenstates with extremely high accuracy.
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2.7. Solutions of the Dirac equation in a ring domain subject to a central magnetic flux

2.7.1. Effects of a magnetic flux on the energy spectra
It is useful to discuss the general properties of the relativistic quantum spectrumwhen a magnetic flux is present to gain

insights into the solutions of the Dirac equation with a vector potential. Let α be a normalized parameter characterizing the
magnetic flux in units ofΦ0, and let {Ej(α)} denote the energy spectrum. Since the vector potential A depends on the gauge
while the Dirac equation is gauge-invariant, one can choose a proper gauge transformation to eliminate A from the Dirac
Hamiltonian in Eq. (11). An example of such transformation is

ϕ(r) ≡
(
ϕ1
ϕ2

)
= ψ(r)× exp

[
−i

2π
Φ0

∫ r

r0
A(r ′) · dr ′

]
. (61)

Substituting Eq. (61) into the Dirac equation and taking into account the boundary conditions, one obtains

Ĥ0ϕ(r) ≡
[
−ih̄cσ̂ ·∇ + V (r)σ̂z

]
ϕ(r) = Eϕ(r), (62)

with the following complex boundary condition:
ϕ2

ϕ1

⏐⏐⏐
∂B
= sgn(V )i exp[ĩθ (s)]. (63)

A nontrivial point is, because ψ is single valued, ϕ must be multivalued. As a result, for any circuit C about the flux line, ϕ
will acquire a phase factor:

ĉϕ = exp
[
−i

2π
Φ0

∮
C
A· dr

]
ϕ = exp (−2π iWCα) ϕ, (64)

where the operator ĉ denotes the circuit operation acting on ϕ and WC (= ±1,±2, . . .) is the winding number of C . From
Eqs. (62)–(64), one can conclude that, because the complex boundary condition does not depend on α, it is not possible to
generate the so-called ‘‘false time reversal symmetry breaking’’ only by tuning the quantum flux parameter α, in contrast
to the nonrelativistic counterpart [93]. If the boundary B is chosen to be geometrically asymmetric and the dynamics are
chaotic in the classical limit, the relativistic quantum spectral statistics are characterized by those of the Gaussian unitary
ensemble (GUE), regardless of the value of α. Furthermore, the spectrum {Ej(α)} does not possess the symmetry with respect
to flux reversal (α → −α), in contrast to the nonrelativistic quantum spectra as determined by the Schrödinger equation
where the symmetry is preserved. This can be shown explicitly, as follows.

For the Dirac ring system, the flux-reversal operator f̂ can be represented as

f̂ = ÛK̂ , (65)

where Û is unitary and commutes with ĉ , and K̂ denotes complex conjugate:

[f̂ , ĉ] = 0. (66)

It can be seen that ϕ transforms to

ϕ′ ≡
[
ϕ′1, ϕ

′

2

]T
= f̂ ϕ = Ûϕ∗,

and

ĉϕ′ = exp[−2π iWC (−α)]ϕ′. (67)

In order for Ej(α) = Ej(−α) to hold, f̂ must satisfy

[f̂ , Ĥ0] = 0, (68)

and ϕ′ must follow the same boundary condition as in Eq. (63). It was pointed out by Berry and Mondragon [93] that, if V (r)
possesses no geometric symmetry, no operator would exist satisfying Eq. (65) and Eq. (68) simultaneously. However, it may
be possible to find an operator with the form given by Eq. (65), which commutes with Ĥ0 if V (r) does possess any geometric
symmetry. In the ring domain, any such possible operator would not satisfy the pre-condition Eq. (66) at the same time.
Consequently, the energy spectrum {Ej(α)} does not possess the flux-reversal symmetry, i.e., Ej(α) ̸= Ej(−α).

By considering the specific situation of Û = iσ̂y, one can see that the flux-reversal symmetry emerges if the sign of the
potential V is changed simultaneously: {α → −α, V → −V }, which is the primary reason that the energy spectrum in
graphene is symmetric with respect to α = 0 when both valleys are included [251]. From Eqs. (62)–(64), one gets

Ej(α) = Ej(α + 1). (69)

Studying the relativistic quantum spectrum for a billiard for the flux parameter in the range−1/2 ≤ α ≤ 1/2 thus suffices,
which corresponds to the first ‘‘Brillouin zone’’.
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2.7.2. Dirac billiard with a singular Aharonov–Bohm (AB) magnetic flux
The Dirac AB billiard consists of a single massless spin-half particle of charge q confined by hard walls (infinite mass

confinement) and is threaded by a single line of magnetic flux Φ at the origin, which is a paradigmatic setting for studying
persistent currents in chaotic Dirac systems (Section 7). The position of the flux line is a singular point, which can be excluded
by assuming an inner disk of infinite mass potential with a vanishing inner radius centered at this point. The flux will
introduce a modulating phase and, because of its point-like nature, it has little effect on the spinor wavefunctions. In fact, in
quantum field theory there are similar models but with a focus on the vacuum energy caused by the AB flux, with a different
setup of the boundary condition [252,253]. To obtain the eigensolutions of the chaotic Dirac AB billiard, one can exploit the
conformal mapping method based on the eigenstates of the circular Dirac AB billiard.

Analytic solution of the circular Dirac AB billiard. For a circular ring domain of inner radius ξ → 0 threaded by a single line
of magnetic flux Φ at the origin, one can choose a non-divergent gauge in which the lines of the vector potential A are the
contours of a scalar function F (r) = − ln(|r|),

A(r) =
Φ

2π
(
∂F
∂y
,−
∂F
∂x

) =
Φ

2π
(−

sinφ
r
,
cosφ
r

), (70)

where ∇ · A = 0, ∇ × A = ẑΦδ(r), and ẑ is the unit vector normal to the (x, y)-plane. The Dirac equation in the presence of
an AB flux is

cσ̂ · (−ih̄∇ + eA)ψ = Eψ, (71)

where ψ = [ψ1, ψ2]
T with the boundary condition ψ2/ψ1|∂D = ieĩθ (s), where s is the arc length of the boundary, starting

from the cross point of the boundarywith the positive x-axis, and θ̃ (s) is the angle to the positive x-axis for the normal vector
at s. For a circularly symmetric ring boundary, one has

[Ĵz, Ĥ] = 0,

where Ĵz = −ih̄∂φ + (h̄/2)σ̂z is the total angular momentum operator. The simultaneous eigenstates of Ĥ and Ĵz are

Ĵzψ = (l+ 1/2)h̄ψ.

The general form of the solutions of (71) is

ψ(r) = N
(
χ1(r)

iχ2(r)eiφ

)
eilφ, (72)

where l = 0,±1,±2, . . . and N is the normalization factor. The Dirac equation in the polar coordinates is⎛⎜⎝ 0 e−iφ
( ∂
∂r
−

i
r
∂

∂φ
−
α

r

)
eiφ
( ∂
∂r
+

i
r
∂

∂φ
+
α

r

)
0

⎞⎟⎠ψ(r) = iµψ(r), (73)

where µ ≡ E/(h̄c) and α ≡ Φ/Φ0. Substituting Eq. (72) into Eq. (73), one gets⎛⎜⎝ −µ
d
dr
+

l+ 1− α
r

−
d
dr
+

l− α
r

−µ

⎞⎟⎠(χ1(r)
χ2(r)

)
= 0. (74)

Canceling χ2 in Eq. (74), one gets the Bessel’s differential equation( d2

dR2 +
1
R

d
dR
+ 1−

(l− α)2

R2

)
χ1(r) = 0, (75)

where R = µr , ν = l− α, and χ1(r) can be written as a linear combination of the Bessel function of the first kind, Jν(R), and
the Bessel function of the second kind, Yν(R), as

χ1(R) = Jν(R)+ βYν(R), (76)

where β is a coefficient and can be determined by the boundary conditions. The second spinor component χ2(R) satisfies
the equation

− Rχ2(R) = Rχ ′1(R)− νχ1(R).

Application of the recursive relation of Bessel functions leads to

χ2(R) = Jν+1(R)+ βYν+1(R). (77)
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Imposing the inner and outer boundary conditions, one gets{
Jν(µξ )+ βYν(µξ ) = −

(
Jν+1(µξ )+ βYν+1(µξ )

)
,

Jν(µ)+ βYν(µ) = Jν+1(µ)+ βYν+1(µ),
(78)

solutions of which gives the following expression for β:

β = −
Jν+1(µξ )+ Jν(µξ )
Yν+1(µξ )+ Yν(µξ )

= −
Jν+1(µ)− Jν(µ)
Yν+1(µ)− Yν(µ)

, (79)

where the eigenvalue µ (and hence E = h̄cµ) can be obtained by solving[
Jν+1(µ)− Jν(µ)

]
·
[
Yν+1(µξ )+ Yν(µξ )

]
=
[
Jν+1(µξ )+ Jν(µξ )

]
·
[
Yν+1(µ)− Yν(µ)

]
. (80)

The above equations are valid for any given inner radius ξ < 1, which can be used to calculate the eigenvalues and
eigenfunctions for the circular ring domain. In the case of ξ → 0, Eq. (80) can be simplified by exploiting the special
properties of the Bessel functions:

lim
x→0

Jν(x) ∼
xν

2νΓ (1+ ν)
=

{0 (ν > 0 or ν = −integer),
1 (ν = 0),
∞ (ν < 0 and ν ̸= −integer),

Yν(x) =
cos(νπ )Jν(x)− J−ν(x)

sin(νπ )
, lim

x→0
Yν(x) ∼ ∞.

There are distinct cases.
A. For ν being an integer, the right hand side of Eq. (80) is finite. Since both Yν+1(µξ ) and Yν(µξ ) diverge as ξ goes to zero,

(Jν+1(µ)− Jν(µ)) must be zero. One thus has

Case 1: ν is an integer, ξ → 0. Eq. (80) becomes

Jν(µ) ≈ Jν+1(µ). (81)

B. For ν not being an integer, Yν can be expressed as a linear combination of Jν and J−ν , so Eq. (80) can be simplified as[
Jν+1(µ)− Jν(µ)

]
·
[
J−(ν+1)(µξ )− J−ν(µξ )

]
=
[
Jν+1(µξ )+ Jν(µξ )

]
·
[
J−(ν+1)(µ)+ J−ν(µ)

]
.

Case 2: ν is not an integer, ν > 0 and ξ → 0. In this case, one has J−(ν+1)(µξ )− J−ν(µξ )→∞ and Jν+1(µξ )+ Jν(µξ )→ 0,
which lead to

Jν(µ) ≈ Jν+1(µ). (82)

Case 3: ν is not an integer, ν < −1 and ξ → 0. In this case, one has J−(ν+1)(µξ )− J−ν(µξ )→ 0 and Jν+1(µξ )+ Jν(µξ )→∞,
which give

J−ν(µ) ≈ −J−(ν+1)(µ). (83)

C. For−1 < ν < 0, one has J−(ν+1)(µξ ) ∼ ξ−(1+ν)/Γ (−ν), Jν(µξ ) ∼ ξ ν/Γ (1+ ν), and J−ν(µξ )→ 0, Jν+1(µξ )→ 0. There
are three subcases.

Case 4:−1/2 < ν < 0 and ξ → 0. In this case, one has J−(ν+1)(µξ )/Jν(µξ ) ∼ ξ−1−2νΓ (1+ ν)/Γ (−ν)→+∞ and, hence,

Jν(µ) ≈ Jν+1(µ). (84)

Case 5:−1 < ν < −1/2 and ξ → 0. One has J−(ν+1)(µξ )/Jν(µξ ) ∼ ξ−1−2νΓ (1+ ν)/Γ (−ν)→ 0 and thus

J−ν(µ) ≈ −J−(ν+1)(µ). (85)

Case 6: ν = −1/2 and ξ → 0. One has Y
−

1
2
(x) = J 1

2
(x) and Y 1

2
(x) = −J

−
1
2
(x). Using Eq. (79), one gets β = 1 and

Jν+1(µ)− Jν(µ) = Jν+1(µ)+ Jν(µ), which give

J
−

1
2
(µ) ≈ 0. (86)

For the simplified equations (81)–(86), one can get the eigenvalues µlm(α), where the magnetic flux α can be regarded
as a control parameter, the quantities l and ν are related to each other by ν = l− α, and m represents the m’th solution for
a given l.
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Once the functionµlm(α) has been found, one can substitute it back into Eq. (79) to get the corresponding quantity βlm(α).
Substituting these two quantities back to Eqs. (72), (76), and (77), one obtains the corresponding eigenfunction ψlm(α):

ψlm(r, α) = Nlm

(
χ1,lm(r)

iχ2,lm(r)eiφ

)
eilφ

= Nlm

(
Jν(µlmr)+ βlmYν(µlmr)

i
(
Jν+1(µlmr)+ βlmYν+1(µlmr)

)
eiφ

)
eilφ . (87)

Simplified expressions for the eigenfunctions can be obtained through appropriate approximations for different cases.
A.When ν is an integer, the divergence property of Yν(x) is

lim
x→0

Y0(x) ∼
2
π

ln
x
2
|x→0 and

lim
x→0

Yν(x) ∼
−(ν − 1)!

π

( x
2

)−ν
|x→0 ν = 1, 2, . . . ,

Y−ν(x) = (−1)νYν(x)

Case 1a: ν is a non-negative integer and r ≥ ξ . One has

β ≈ −
Jν(µξ )

Yν+1(µξ )
,

and

βYν(µr) = −
Jν(µξ )

Yν+1(µξ )
Yν(µr) ≈ 0,

as Yν+1 diverges faster than Yν at r = ξ . One also has

βYν+1(µr) = −
Jν(µξ )

Yν+1(µξ )
Yν+1(µr),

and ⎧⎨⎩χ1,lm(r) = Jν(µlmr),

χ2,lm(r) = Jν+1(µlmr)−
Jν(µlmξ )

Yν+1(µlmξ )
Yν+1(µlmr).

(88)

Note that the term −Jν(µlmξ )Yν+1(µlmr)/Yν+1(µlmξ ) has little influence on the eigenvalues and the eigenfunctions. The
reason is that, for r ≫ ξ , Yν+1(µlmr) is finite, while

Jν(µlmξ )/Yν+1(µlmξ ) ∼ −[π/(2ν+1/2ν!)2](µlmξ )2ν+1 ∼ −ξ 2ν+1 ∼ 0.

As a result, the whole term approaches zero. For r = ξ , this term becomes

− Jν(µlmξ ) ∼ −(µlmξ )ν/(2νν!)

and is finite. However, this term guarantees the boundary condition

χ2,lm(µlmξ )/χ1,lm(µlmξ ) = −1

at the inner boundary r = ξ and leads to a clockwise flow.

Case 1b: ν is a negative integer and r ≥ ξ . One has

β ≈ −
Jν+1(µξ )
Yν(µξ )

,

βYν(µr) = −
Jν+1(µξ )
Yν(µξ )

Yν(µr),

βYν+1(µr) = −
Jν+1(µξ )
Yν(µξ )

Yν+1(µr) ≈ 0

and, hence,{
χ1,lm(r) = Jν(µlmr)−

Jν+1(µlmξ )
Yν(µlmξ )

Yν(µlmr),

χ2,lm(r) = Jν+1(µlmr).
(89)

Similarly, the term −Jν+1(µlmξ )Yν(µlmr)/Yν(µlmξ ) has little effect on the eigenvalues and eigenfunctions but guarantees
the boundary condition at the inner circle. Note that, if ν is an integer, one has Jν(µlmr) = (−1)ν J−ν(µlmr), and further
simplification can be obtained.
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B. For ν not being an integer, the asymptotic behavior of the first class Bessel Function is

lim
x→0

Jν(x) ∼
xν

2νΓ (1+ ν)
|x→0.

This provides the base to treat several cases.

Case 2: ν is not an integer and ν > 0. In this case, one has

Yν(µξ ) ≈ −
1

sin νπ
· J−ν(µξ ),

Yν+1(µξ ) ≈
1

sin νπ
· J−(ν+1)(µξ ),

β = −
sin νπ · [Jν+1(µξ )+ Jν(µξ )]

J−(ν+1)(µξ )− J−ν(µξ )
≈ −

sin νπ · Jν(µξ )
J−(ν+1)(µξ )

,

β · Yν(µr) ≈
Jν(µξ )

J−(ν+1)(µξ )
· J−ν(µr) ≈ 0,

β · Yν+1(µr) ≈ −
Jν(µξ )

J−(ν+1)(µξ )
· J−(ν+1)(µr)

and, hence,⎧⎨⎩χ1,lm(r) ≈ Jν(µlmr),

χ2,lm(r) ≈ Jν+1(µlmr)−
Jν(µlmξ )

J−(ν+1)(µlmξ )
· J−(ν+1)(µlmr).

(90)

For r > ξ , the second term in χ2,lm(r) approaches zero, so χ2,lm(r) ≈ Jν+1(µlmr). While for r → ξ → 0, one has
χ2,lm(r) ≈ −Jν(µlmξ ), which satisfies the boundary condition (63) at r = ξ and leads to a clockwise current at the inner
boundary.

Case 3a: ν is not an integer, ν < −1 and ν is not a half-integer. In this case, one has

β ≈ − tan νπ
(
1−

1
cos νπ

·
J−(ν+1)(µξ )

Jν(µξ )

)
,

β · Yν(µr) ≈ −Jν(µr)+
1

cos νπ
· J−ν(µr)+

1
cos νπ

J−(ν+1)(µξ )
Jν(µξ )

· Jν(µr),

β · Yν+1(µr) = −Jν+1(µr)−
1

cos νπ
· J−(ν+1)(µr)

and, hence,{
χ1,lm(r) ≈ J−ν(µlmr)+

J−(ν+1)(µlmξ )
Jν(µlmξ )

Jν(µlmr),

χ2,lm(r) ≈ −J−(ν+1)(µlmr).
(91)

Case 3b: ν is not an integer, ν < −1 and ν is a half-integer. One has

Yν(µξ ) ≈ −
1

sin νπ
· J−ν(µξ ),

Yν+1(µξ ) ≈
1

sin νπ
· J−(ν+1)(µξ ),

β = −
sin νπ · [Jν+1(µξ )+ Jν(µξ )]

J−(ν+1)(µξ )− J−ν(µξ )
≈ −

sin νπ · Jν(µξ )
J−(ν+1)(µξ )

,

β · Yν(µr) ≈
Jν(µξ )

J−(ν+1)(µξ )
· J−ν(µr),

β · Yν+1(µr) ≈ −
Jν(µξ )

J−(ν+1)(µξ )
· J−(ν+1)(µr).

Combining the term Jν(µξ )/J−(ν+1)(µξ ) into the normalization factor leads to the same formula as Eq. (91){
χ1,lm(r) ≈ J−ν(µlmr)+

J−(ν+1)(µlmξ )
Jν(µlmξ )

Jν(µlmr),

χ2,lm(r) ≈ −J−(ν+1)(µlmr).
(92)
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Case 4:−1/2 < ν < 0. In this case, one has

Yν(µξ ) =
cos νπ
sin νπ

· Jν(µξ )−
1

sin νπ
· J−ν(µξ ) ≈

cos νπ
sin νπ

· Jν(µξ ),

Yν+1(µξ ) =
cos(ν + 1)π
sin(ν + 1)π

· Jν+1(µξ )−
1

sin(ν + 1)π
· J−(ν+1)(νξ ) ≈

1
sin νπ

· J−(ν+1)(µξ ),

β = −
Jν+1(µξ )+ Jν(µξ )[

cos νπ · Jν(µξ )+ J−(ν+1)(µξ )
]
/sin νπ

≈ −
sin νπ · Jν(µξ )

cos νπ · Jν(µξ )+ J−(ν+1)(µξ )
,

and

β · Yν(µr) = −
Jν(µξ )

J−(ν+1)(µξ )
·
[
cos νπ · Jν(µr)− J−ν(µr)

]
≈ 0,

β · Yν+1(µr) ≈ −
Jν(µξ )

J−(ν+1)(µξ )
· J−(ν+1)(µr).

One thus obtains⎧⎪⎪⎨⎪⎪⎩
χ1,lm(r) ≈ Jν(µlmr)+

Jν(µlmξ )
J−(ν+1)(µlmξ )

· J−ν(µlmr),

χ2,lm(r) ≈ Jν+1(µlmr)−
Jν(µξ )

J−(ν+1)(µlmξ )
· J−(ν+1)(µlmr).

(93)

Case 5:−1 < ν < −1/2. In this case, one has

Yν(µξ ) ≈
cos νπ
sin νπ

· Jν(µξ ),

Yν+1(µξ ) ≈
1

sin νπ
· J−(ν+1)(µξ ),

β ≈ − tan νπ (1−
1

cos νπ
·
J−(ν+1)(µξ )

Jν(µξ )
),

β · Yν(µr) ≈ −Jν(µr)+
1

cos νπ
·
[
J−ν(µr)+

J−(ν+1)(µr)
Jν(µξ )

· Jν(µr)
]
,

β · Yν+1(µr) = −Jν+1(µξ )−
1

cos νπ
·
(
J−(ν+1)(µr)+

J−(ν+1)(µξ )
Jν(µξ )

· Jν+1(µr)
)

and, hence,⎧⎪⎨⎪⎩
χ1,lm(r) =

J−(ν+1)(µlmξ )
Jν(µlmξ )

· Jν(µlmr)+ J−ν(µlmr),

χ2,lm(r) = −J−(ν+1)(µlmr)+
J−(ν+1)(µlmξ )

Jν(µlmξ )
· Jν+1(µlmr).

(94)

Case 6: ν = −1/2. In this case, one has β ≈ 1 and, hence,{
χ1,lm(r) ≈ J−1/2(µlmr)+ J1/2(µlmr),
χ2,lm(r) ≈ J1/2(µlmr)− J−1/2(µlmr).

(95)

Substituting Eqs. (88)–(95) into Eq. (87), one gets the simplified eigenfunctions ψlm(r, α) associated with the eigenvalues
µlm(α).

In the numerical computation of the eigenfunctions, the small value terms can be ignored and the following approxima-
tions can be used:{

χ1,lm(r) = Jν(µlmr),
χ2,lm(r) = Jν+1(µlmr), for ν > −1/2, (96)

{
χ1,lm(r) ≈ J−ν(µlmr),
χ2,lm(r) ≈ −J−(ν+1)(µlmr), for ν < −1/2, (97)

{
χ1,lm(r) ≈ J−1/2(µlmr)+ J1/2(µlmr),
χ2,lm(r) ≈ J1/2(µlmr)− J−1/2(µlmr), for ν = −1/2. (98)
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Fig. 10. Conformal transform for a ring domain. Conformalmapping from a circular ring in z = x+iy (z-plane) to a chaotic ring billiard domain inw = u+iv
(w-plane).

Examples: chaotic Dirac AB billiard. The billiards B in the w = u + iv plane can be transformed from a unit disk on the
complex z = x+ iy plane through the conformal mapping

w(z) =
z + b1z2 + b2eiδz3√

1+ 2b21 + 3b22
, (99)

as shown in Fig. 9, where the parameters b1 = 0.49 and b2 = δ = 0 correspond to the chaotic heart-shaped billiard,
and b1 = b2 = 0.2 and δ = π/3 are for the chaotic Africa billiard [254,255]. Similarly, a circular ring domain can also be
transformed to a chaotic ring billiard domain as shown in Fig. 10. The following gauge can be chosen to treat the magnetic
flux, in which the lines of the vector potential A are the contours of a scalar function F (u, v):

A(u, v) =
Φ

2π
(
∂F
∂v
,
−∂F
∂u

), (100)

where F satisfies [256]:∇2
uvF = −2πδ(u)δ(v). The Hamiltonian for the confined Dirac particle is given in Eq. (11). Inside the

billiard, the potential vanishes: V (u, v) = 0. When being acted upon by the Hamilton operator Ĥ again, the Dirac equation
[Eq. (71)] becomes

∇
2
uvψ(w) − 2iα

(∂F
∂v

∂

∂u
−
∂F
∂u

∂

∂v

)
ψ(w)+ iασ̂xσ̂y∇2

uvF −

α2[(∂F
∂u

)2
+
(∂F
∂v

)2]
ψ(w)+ k2ψ(w) = 0.

where α = Φ/Φ0 and k = E/(h̄c). Note that the term iασ̂xσ̂y∇2
uvF is particular to the Dirac AB billiard, which is not present

in the Schrödinger AB billiard [256]. However, because of the relation∇2
uvF = −2πδ(u)δ(v), it is singular at the origin and is

zero otherwise. Practically, by setting a inner disk of radius ξ ≪ 1 to having an infinite mass potential, the relevant billiard
region excludes this singular point. The inclusion of the AB flux can have two different types of boundary conditions about
the singular point. Besides introducing an infinitemass boundary for the inner disk and letting the radius go to zero, which is
relevant to the casewhere the AB flux only contributes to a global phase, there is a different setup for the boundary condition
of the AB flux in the quantum field theory where further interactions need to be taken into account to calculate the vacuum
energy [252,253].

Transforming back to the disk region in the z-plane r = (x, y) based on w(z) is straightforward. With ψ(w) = ψ ′(z) =
ψ ′(r), one obtains

∇
2ψ ′(r)− 2iα

(∂F
∂y

∂

∂x
−
∂F
∂x

∂

∂y

)
ψ ′(r)−

α2[(∂F
∂x

)2
+
(∂F
∂y

)2]
ψ ′(r)+ k2|w′(z)|2ψ ′(r) = 0,

where the last term includes the nonuniform part |w′(z)|2 originated from the chaotic boundary in thew plane. In particular,
F can be chosen as F (r) = − ln|r| in the z plane, so in the polar coordinates, the above equation becomes

∇
2ψ ′(r, φ)−

2iα
r2
∂ψ ′(r, φ)
∂φ

−
α2

r2
ψ ′(r, φ)+ k2|w′(z)|2ψ ′(r, φ) = 0. (101)
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To solve this equation, one can expand ψ ′ in terms of the eigenfunctions ψlm(r, φ) of the circular Dirac AB billiard of the
unit disk with a vanishing inner radius, whose corresponding eigenvalues are µlm, with l andm being the relevant quantum
numbers. One has

ψ ′(r, φ) =
∞∑

l=−∞

∞∑
m=1

clmψlm(r, φ), (102)

where clm are the expansion coefficients. Substituting Eq. (102) into Eq. (101) leads to
νlm

k2
−

∑
l′m′

Mlml′m′νl′m′ = 0, (103)

where νlm = µlmclm, and the elements of the matrixM are

Mlml′m′ =
NlmNl′m′

µlmµl′m′

∫ 1

0
rdr

∫ 2π

0
dφ|w′(z)|2 · ei(l

′
−l)φ

·

{[
Jν(µlmr)+ βlmYν(µlmr)

]
·
[
Jν′ (µl′m′ r)+ βl′m′Yν′ (µl′m′ r)

]
+
[
Jν+1(µlmr)+ βlmYν+1(µlmr)

]
·
[
Jν′+1(µl′m′ r)+ βl′m′Yν′+1(µl′m′ r)

]}
. (104)

For the conformal transformation (99), the angular integration in Eq. (104) can be calculated analytically, which yields

I =
∫ 2π

0
dφ|w′(z)|2 · ei(l

′
−l)φ
=

⎧⎨⎩2π (1+ 4b21r
2
+ 9b22r

4) l = l′,
2π (2b1r + 6b1b2r3e±iδ) l = l′ ± 1,
2π (3b2r2e±iδ) l = l′ ± 2.

(105)

Substituting I into (104) and integrating over variable r , one obtains the M matrix. Eq. (103) can be written in the form
of eigenequation:

M · ν(n) = λnν(n).

Each eigensolution of the eigenequation yields a set of eigensolution of the original Dirac billiard. Specifically, from the
eigenvector ν(n), one gets the expansion coefficients c(n)lm = ν

(n)
lm /µlm with l,m being the indices of the components. As a

result, the eigen-wavefunction ψ ′n(r, φ) = Σlmc
(n)
lm ψlm(r, φ) can be obtained, and ψn(u, v) = ψ ′n(x(u, v), y(u, v)). From the

eigenvalue λn, one gets the eigenwavevector kn = 1/
√
λn, and consequently the eigenenergy En = h̄ckn.

3. Energy level-spacing statistics in relativistic quantum chaotic systems

3.1. Energy level-spacing statistics — an introduction

The statistics of energy levels in quantum chaotic systems have been a ‘‘traditional’’ topic of study in nonrelativistic
quantum chaos [2,3,152]. A fundamental result is that, for classically chaotic systems without any geometrical symmetry
so that, in the corresponding quantum systems, there are neither degeneracies in the energy levels nor corrections among
them, the energy level-statistics can be described by those of random matrices [4,9,153]. In particular, for systems that
possess a time-reversal symmetry, the Hamiltonian matrix is real symmetric, a property that is preserved under orthogonal
transformations. For such systems, the energy level-spacing statistics follow the distribution of those of random matrices
from the Gaussian orthogonal ensemble (GOE) [2]. If, in addition to the time-reversal symmetry, the system has a half-
integer spin interaction, then the Hamiltonian can be represented by quaternion real matrices that are invariant under
symplectic transformations. In this case, the resulting level-spacing statistics follow those of random matrices from the
Gaussian symplectic ensemble (GSE). When the time-reversal symmetry is broken, e.g., by amagnetic field, the Hamiltonian
is invariant under the unitary transformations and, consequently, the level-spacing statistics are governed by the Gaussian
unitary ensemble (GUE) random matrices. GOE statistics have been observed in many systems [2,3,152]. GUE statistics
have also been observed experimentally in the microwave analog of quantum billiards that exhibit chaotic dynamics in
the classical limit [257,258], subject to an external magnetic field that breaks the time reversal symmetry. In fact, GUE
statistics can arise for a subset of the eigenstates belonging to a particular symmetry class that breaks the time reversal
symmetry [259,260]. Recently, GUE statistics have been observed in yellow Rydberg excitons in cuprous oxide [261]. As
a simulator of quantum graphs, microwave networks have been used to probe into the symmetry properties of quantum
complex systems, where both GUE [262,263] and GSE [264] statistics have been observed experimentally.

In the vast existing literature on quantumchaos, level spacing statisticsweremostly studied in the realmof nonrelativistic
quantum systems. A natural question is whether the distinct statistical behaviors associatedwith different symmetry classes
are preserved in relativistic quantum chaotic systems. The problem is highly nontrivial as there are basic traits in relativistic
quantum systems such as spin, linear dispersion, Klein tunneling, and chirality, etc., which are not encompassed by the
Schrödinger equation in nonrelativistic quantum systems. An early concern was whether this problem has any physical
correspondence because, from an experimental point of view, a relativistic particle cannot be confined within a designed
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region due to the Klein tunneling effect [265,266]. Especially, while in a regular system the tunneling probability may be
low due to the fact that it occurs only for a specific set of incident angles on the domain boundary, in a chaotic system a
broad range of the angles can arise. The tremendous development of two-dimensional Dirac materials in the past decade
has removed the concern, as it is indeed possible to confine quasiparticles of Dirac characteristics in experimental systems
of graphene or topological insulators. Especially, graphene confinements that have the geometric shape of chaotic billiards
represent a potential experimental system for testing energy-level statistics in the relativistic quantum regime.

A seminal work in this area is that of Berry and Mondragon [93] on the massless neutrino billiard. (Note that a recent
experiment revealed that neutrinos have a minuscule but nonzero mass [267].) Specifically, for a massless spin-half particle
in a two-dimensional closed domain with infinite mass confinement, e.g., the Dirac billiard, the level-spacing statistics are
of the Poisson type if the classical dynamics are integrable, a result that is similar to that in nonrelativistic quantum systems.
However, for classically chaotic dynamics, the level-spacing statistics are persistently those of GUE, even in the absence of
anymagnetic field, representing a kind of anomaly as, in nonrelativistic quantum systems, the statistics under such a setting
would be of the GOE type. The occurrence of GUE statistics in the absence of any magnetic field can be attributed to the
chiral nature of Dirac particles and the confinement scalar potential that breaks the time-reversal symmetry. At the time
of writing, such phenomena have not been tested experimentally, partly due to the difficulty in constructing relativistic
quantum systems with chaotic classical dynamics in the laboratory. Note, however, for three-dimensional chaotic Dirac
billiards, the level-spacing statistics are still of the GOE type [268].

Here we review the relevant works on level-spacing statistics for both graphene billiards with confined pseudo-Dirac
particles and two-dimensionalmassless Dirac billiards. There are somedifferences between the two types of billiard systems.
For graphene, the pseudo-particles about a single Dirac point follow the same massless Dirac equations, but the boundary
conditions are different. While in an open graphene system electrons associated with the two valleys can be separated
[269–271], for a closed graphene billiard scattering at the boundary effectively ‘‘couples’’ the two valleys, generating
phenomena that are more likely to correspond to those in systems of two coupled Dirac fermions. Graphene systems can
thus exhibit phenomena that are not shared by either nonrelativistic quantum or purely relativistic quantum systems, and
the energy level statistics may have implications to transport in graphene-based devices such as quantum dots [272–275],
a kind of ‘‘open’’ billiard structure.

3.2. Characterization of level-spacing statistics

The primary quantity to characterize energy level-spacing statistics is the probability distribution function of the nearest
neighbor spacings. Suppose the energy spectrum {En} for a closed quantum system has been calculated and ordered as
E1 < · · · < En < En+1 < · · · . For different systems or even a different energy range of the same system, the density of
states can be different. It is thus convenient to unfold the energy spectrum so that the fluctuation statistics do not depend
on the system details. This can be done by introducing the integrated density of states N(En), e.g., the number of energy
levels below En, so the unfolded spectrum can be defined as xn ≡ ⟨N(En)⟩, where ⟨N(E)⟩ is the smoothed version of N(E).
With the value of xn so defined, the energy spacing is given by Sn = xn+1 − xn. Let P(S) be the distribution function of Sn
with the normalization conditions

∫
P(S)dS = 1, then the average spacing for the unfolded spectrum is automatically one,

i.e.
∫
SP(S)dS = 1. For nonrelativistic quantum billiards, depending on the nature of the corresponding classical dynamics

and the system symmetry, the distribution of the unfolded level-spacings follows a number of universal classes. In particular,
for classically integrable systems, the distribution is Poisson [276]:

P(S) = e−S . (106)

If the system exhibits fully developed chaos in the classical limit and it does not possess any geometric symmetry but the
time reversal symmetry is preserved, the level-spacing distribution follows the GOE statistics [277]:

P(S) =
π

2
Se−πS

2/4. (107)

When the time reversal symmetry is broken (e.g., in the presence of a magnetic field), GUE statistics arise:

P(S) =
32
π

S2e−(4/π )S
2
. (108)

The cumulative level-spacing distribution is given by

I(S) =
∫ S

0
P(S ′)dS ′. (109)

Another often used characterizing quantity is the spectral rigidity∆3(L) that quantifies the long-range spectral fluctuations,
which is defined as [278]

∆3(L) =
⟨
min(a, b)L−1

∫ L/2

−L/2
dx{N(x0 + x)− ax− b}2

⟩
, (110)
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where the average is over x0. Numerically, if n unfolded levels x̃i = xi − x0 lie in the interval [−L/2, L/2], e.g.,−L/2 ≤ x̃1 ≤
· · · ≤ x̃n ≤ L/2, the integral in Eq. (110) can be carried out to yield [279]

∆3(L, x0) =
n2

16
−

1
L2

[ n∑
i=1

x̃i

]2
+

3n
2L2

[ n∑
i=1

x̃2i

]
−

3
L4

[ n∑
i=1

x̃2i

]2
+

1
L

[ n∑
i=1

(n− 2i+ 1)̃xi

]
, (111)

and∆3(L) = ⟨∆3(L, x0)⟩x0 . For a correlated unfolded energy level sequence, theoretically the quantity∆3(L) is given by

∆3(L) =
1

15L4

[
L5 −

∫ L

0
du(L− u)3(2L2 − 9Lu− 3u2)Y (u)

]
, (112)

where Y (u) is the two-level cluster function defined as [280]:

Y (u) = 0 for Poisson,

Y (u) = U(u)2 +
d
du

U(u)×
∫
∞

u
dtU(t) for GOE,

Y (u) = U(u)2 for GUE,

and U(u) ≡ sin(πu)/(πu).
Phenomenologically, one can relate the Poisson and GOE distributions through the function [281]

PH (S;α, β) = N
ρSe−ρS−(αρS)

2/2√
ρ2S2e−(αρS)2 + β2e−2ρS

, (113)

where ρ and N are determined by the normalization conditions
∫
PHdS =

∫
SPHdS = 1, α is a system-specific constant, and

β is a parameter that can be tuned to generate distinct statistics. In particular, one gets the Poisson and GOE statistics for
β = 0 and β →∞, respectively.

3.3. Dirac billiards — GUE statistics without a magnetic field

In nonrelativistic quantum systems, classical chaos typically leads to GOE statistics in energy level-spacings. However,
for a massless particle in a relativistic quantum system, the level-spacing statistics are of the GUE type even without any
magnetic field [93]. In particular, Berry and Mondragon analyzed the confined neutrino billiard described by the massless
Dirac equation in a closed domain (Section 2.3.1) and calculated the eigenenergies by using the boundary integral method.
To contrast with classical integrable and chaotic dynamics, they considered a circular domain of unit radius (left columns of
Fig. 11) and the Africa billiard [5] (middle columns of Fig. 11) with boundary described by the following conformal mapping
of the unit circle:

w(z) = (z + 0.2z2 + 0.2z3eiπ/3),

where z is the complex variable describing the unit circle |z| = 1. Classically, the Africa billiard gives rise to fully developed
chaotic motion, and it has no mirror or other discrete symmetries. To get a more complete picture, here we also consider a
heart-shaped billiard (right columns of Fig. 11) whose boundary is given by

w(z) =
1√

1+ 2β2
(z + βz2), β ∈ [0, 1/2).

For β = 0.49, a previous work [249] demonstrated chaos. Note that the heart-shaped billiard has an up–down mirror
symmetry.

For a nonrelativistic quantum billiard, the Weyl formula gives the smoothed wave-vector staircase function [2,3]
as

⟨N (k)⟩ =
Ak2

4π
+ γ

Lk
4π
+ · · · , (114)

where A and L are the area and perimeter of the billiard, respectively, γ = −1 (or 1) is for the Dirichlet (or Neumann)
boundary condition. For the relativistic Dirac billiard, Berry andMondragon showed [93] that γ = 0, so there is no perimeter
correction to the staircase function.

For the three types of relativistic quantum billiards in Fig. 11, the eigenenergies and eigenfunctions can be calculated
efficiently and accurately by the conformal mapping method [123]. For each of the three types of billiards, representative
results froma statistical analysis ofmore than13000 energy levels are shown in Fig. 11. From the various statistical indicators,
one can see that the level-spacing statistics are Poisson for the integrable billiard. For the chaotic Africa billiard that has
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Fig. 11. Level spacing statistics of Dirac billiards. Left column: an integrable circular domain of unit radius; middle column: the chaotic Africa billiard;
right column: a chaotic heart-shaped billiard. The first row shows the shape of the billiards. The second to the fourth rows are the unfolded level-spacing
distribution P(S), the cumulative level-spacing distribution I(S), and the spectral rigidity∆3(L), respectively. The green dash-dotted lines, cyan dashed lines,
and blue solid lines indicate the corresponding results associated with the Poisson, GOE, and GUE statistics, respectively. For each billiard, the red symbols
are numerical results from 13,000 energy levels.
Source: From Ref. [282] with permission.

neither any geometric symmetry nor time reversal symmetry, GUE statistics arise. For the chaotic heart-shaped billiard,
because it has a mirror symmetry and is invariant under the combination of time-reversal and reflection operations, the
level-spacing statistics are of the GOE type.

While the conformal mapping method [123] is computationally efficient and accurate, a limitation is that it is applicable
only to those domains that can be mapped from a circular domain. For a relativistic quantum billiard of arbitrary shape,
the boundary integral method can be employed (Section 2.5). In addition, Ni et al. developed a direct discretization method
(Section 2.4) to solve the spectrumand eigenstates of amasslessDirac particlewith infinitemass confinement in the presence
of an electric potential, e.g., a potential barrier inside the domain [122,134,135]. Results similar to those in Fig. 11 were
obtained.

3.4. Graphene billiards

3.4.1. Basics
Qualitative [237] and also some quantitative insights [199] into the band structure of an infinitely extended graphene

ribbon can be gained through the conventional tight-binding model, based on the assumption that the interactions of the
pz orbitals are non-negligible only for nearest, second-nearest and third-nearest neighbors. The same model can be used
to determine the energy levels in a finite-size graphene sheet. The dimension of the associated tight-binding Hamiltonian
coincides with the number of atoms forming the graphene sheet, with each diagonal element corresponding to one atom.
This entails imposing the Dirichlet boundary condition along the first row of atoms outside the boundary of the graphene
billiard. Taking into account couplings between neighboring atoms within a certain range, a tight-binding Hamiltonian can
be obtained [101–107]. Diagonalizing the Hamiltonian matrix yields the energy eigenvalues and eigenfunctions.
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Fig. 12. Contour plot of energy in the momentum space for an infinite graphene flake. The zigzag direction is along kx . The dashed line indicates the first
Brillouin zone. The four sets of solid contour lines around each individual Dirac point are for E/t = 0.2, 0.4, 0.6, 0.8 (inside out), respectively. The lattice
constant is a =

√
3a0 = 2.464 Å.

Source: From Ref. [118] with permission.

The tight-binding Hamiltonian for a graphene billiard is given by

Ĥ =
∑

(−εi)|i⟩⟨i| +
∑

(−tij)|i⟩⟨j|, (115)

where the first summation is over all the atoms and the second summation is over all pairs of neighboring atoms including
the nearest and possibly the second- or third-nearest neighboring pairs, with the respective hopping energies tij determined
by the distance and by the consideration of whether boundary atoms are involved. In the absence of any impurity, the
on-site energy εi is identical for all atoms and it contributes a uniform shift to the energy spectrum, which can be removed
from consideration. In the presence of random disorders, a proper distortion potential can be added to the on-site energy. A
magnetic field induces a phase factor associated with the hopping energy:

t̃ij = tij exp(−i
2π
Φ0

∫ ri

rj
dr · A), (116)

with A being the vector potential.
To reveal the relativistic quantum nature of the quasiparticle motions in graphene, in the studies of level-spacing

statistics, one usually focuses on the energy levels about the Dirac points. Fig. 12 shows the energy–wavevector relation for
an infinite graphene flake without any magnetic field. As can be seen from the contour lines around each Dirac point, when
the energy is low, e.g., E/t = 0.2, the contour line is almost circular, indicating that the E − k relation is isotropic, which
is characteristic of relativistic quantum behaviors. For larger energy values, e.g., E/t = 0.6, trigonal warping distortions
arise [271,283–285], leading to an anisotropic E − k relation bearing the hexagonal symmetry of the graphene lattice. The
distortions become more dominant as the energy is increased further.

3.4.2. Effects of disorders and edge roughness
The effects of random disorders on the level-spacing statistics were studied [119,273,275,286–288]. For example, the

level-spacing statistics of a rectangular phase-coherent graphene flake were calculated [286] in the presence of random
disorders such as edge roughness ∆W , short-range disorder nD due to randomly distributed point defects in the interior,
and long-range screened Coulomb distortion nC due to charge deposition on either the substrate or the flake. The system
has a linear dimension of 10–40 nm. To reproduce the graphene band structure, a third nearest-neighbor tight-binding
approximation is necessary [199]. The modified C–C bond length at the flake boundary is accounted for by increasing
the nearest-neighbor coupling to the out-most carbon atoms by 12% in accordance with the ab initio density-functional
calculation [289]. The spectrum of the graphene flake was determined using the Lanczos algorithm [290], giving rise to 500
eigenstates closest to the Dirac point. Ensemble averages using 5000 disorder realizations were used. After unfolding the
spectrum, the authors found [286], for the ideal rectangular graphene dot, a near-perfect Poisson distribution for the level
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Fig. 13. Level spacing statistics of a graphene flake in the absence or presence of random disorders. (a) A rectangular segment of a graphene flake with
armchair vertical and zigzag horizontal edges. (b) Approximately rectangular quantumdotwith rough edges. (c) Dependence of parameter β characterizing
the transition from a Poisson to a GOE distribution on the edge roughness amplitude ∆W (squares), and the density of short-range (nD , full circles) or of
long-range (nC = 4nD , rescaled for visual clarity only, open circles) impurities.
Source: From Ref. [286] with permission.

spacings. By gradually increasing either the edge roughness or the defect concentration, the distribution smoothly evolves
into a GOE statistic. For moderate values of the edge roughness amplitude W = 0.4 nm, a Schrödinger and a graphene
system of the same geometry display a markedly different level-spacing statistics: while for the Schrödinger system the
level-spacing statistics have already reached the GOE limit, for the graphene counterpart the statistics are still close to the
Poisson limit, indicating the unique spectral properties of graphene. Representative results are shown in Fig. 13.

The statistical results can also be fitted to the two-parameter Hasegawa distribution [281] [Eq. (113)], where a larger
value of the fitting parameter β indicates a better fit to the GOE distribution. The value of the parameter α in Eq. (113) was
chosen to be 0.75 to correctly reproduce the numerically obtained level-spacing distributions for different values of edge
roughness. Relatively strong edge roughness of 2 nm (or short-range impurity concentration nD = 5× 10−3 and long-range
concentration nC = 2× 10−2) is required for the GOE statistics, where nD and nC are given in units of impurities per carbon
atom, whose values are typically within [291] 1.8 × 10−3. Through fitting with the Hasegawa distribution, the authors
uncovered [286] a linear relation between β and a parameter characterizing the disorder distribution: β ≈ 2∆W , where
∆W measures the edge roughness, or β ≈ 0.7nD, or β ≈ 0.2nC , as shown in Fig. 13(c). Such a linear relation can be used
to estimate the strength of the disorder in the graphene flake. For example, using the data in [273], the authors found [286]
β ≈ 4, indicating the presence of disorders of strength∆W ≈ 2 nm or nD ≈ 5.5× 10−3.

There were also works on disorders in graphene nanotubes. For example, in Ref. [287], a theoretical model based on the
nearest neighbor hopping energy was studied, where uniformly distributed random disorders were introduced into either
the on-site energies [the first term of Eq. (115)] or the nearest neighbor hopping energies [the second term of Eq. (115)]. For
zero disorder strength, the level-spacing statistics were found to be of the Poisson type, as expected.When disorders even of
relatively weak strength are present, level repulsion arises and the statistics become the GOE type. For the extreme case of
wide and short finite nanotube dots, i.e.,W/L≫ 1 (the opposite limit to conventional nanotubes), pseudo-diffusive behavior
arises even for infinitesimally small disorder strength. For narrow, long cylindrical nanotubes (W/L≪ 1), the corresponding
level statistics are of the ballistic δ-function type, which are similar to those arising from the system of a one-dimensional
chain of interacting particles. For strong disorder, i.e., when the energy fluctuations are comparable to the hopping energy,
Poisson statistics reappear due to the onset of Anderson localization [287]. In a recent study [288] of weakly disordered
graphene flakes with zigzag edges, it was found that the level-spacing distribution for the first two positive energy bands in
the Dirac region is neither GOE nor Poisson, but is similar to that at the critical point of the metal–insulator transition.

In general, quantum transport in a finite graphene nanoribbon can occur through the edge states as in a topological
insulator. For example, conductance measurement [275] of a graphene nanoribbon quantum dot of size 500 nm×60 nm at
temperature 20mK, taking into account resonance peaks at zero bias, suggests level repulsionwithGOE statistics. A plausible
explanation is the presence of ripple type of disorders that introduce random scatterings andmix quantum states associated
with different levels.

3.4.3. Effects of chaos on level-spacing statistics in graphene systems
There was an early work [273] on the role of chaos in level spacing statistics of graphene quantum dots. For large size

(e.g.,> 100 nm), the dot behaves as a conventional single-electron transistor, exhibiting periodic Coulomb blockade peaks.
For small size (e.g.,< 100 nm), the peaks become aperiodic, indicating the dominant effect of quantum confinement. It was
found that random peak spacings and their statistics are well described by the theory of chaotic quantum billiards. Similar
features were also observed in a tunable graphene single electron transistor [274].

A systematic study of the effect of chaos on the level-spacing statistics in graphene billiards was subsequently carried
out [115,118] using two billiard shapes that had commonly been used in previous studies of level-spacing statistics, the
Africa billiard [5] and one eighth of the Sinai billiard, where the nearest neighbor interacting, tight-binding Hamiltonian was
used. The boundary of the Africa billiard is described by x + iy = 64(z + 0.2z2 + 0.2z3eiπ/3)a with a =

√
3a0 = 2.46 Å
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Fig. 14. Energy–momentum relation of a graphene nanoribbon with zigzag horizontal boundaries and the effect of a magnetic field. The magnetic field
strength is measured by the magnetic flux Φ . The dispersion relations in (a–d) are for Φ = 0, Φ = 1/8000Φ0 , Φ = 1/800Φ0 , and Φ = 1/500Φ0 ,
respectively. Each slice of the ribbon contains 100 atoms.
Source: From Ref. [118] with permission.

and z denoting the unit circle in the complex plane. To attain the short wavelength regime, a relatively large billiard size is
necessary, e.g., with area larger than 900 nm2 containing over 35,000 atoms.

The effect of a magnetic field was also considered, where three cases were studied [115,118]: magnetic flux Φ = 0
(absence of magnetic field),Φ = 1/8000Φ0 (weakmagnetic field), andΦ = 1/800Φ0 (strongmagnetic field). The magnetic
field strength can be scaled down for larger confinements to yield similar effects. Basic insights can be gained by examining
the energy band structure of a graphene nanoribbon. For example, Fig. 14 shows the band structure of a zigzag graphene
nanoribbon (a) without and (b–d) with a magnetic field. In the presence of a sufficiently strong magnetic field, the original
linear E − k relation in the small energy regime no longer holds, as shown, e.g., in Fig. 14(d). To focus on the relativistic
quantummanifestations, it is necessary to choose the parameters such that the linear E−k relation is preserved even in the
presence of a magnetic field [115,118].

Level spacing statistics without a magnetic field. For a relativistic chaotic quantum billiard described by the Dirac equation,
the smoothed wavevector staircase function for positive eigenvalues is given by [93] Eq. (114) with γ = 0:

⟨N(k)⟩ = Ak2/4π + C1 + · · · , (117)

where C1 = −1/12. For a chaotic graphene billiard, about a Dirac point, the energy–momentum relation is E = h̄vFk =√
3tak/2 with vF =

√
3ta/2h̄ being the Fermi velocity. For the nth energy level En, one has

kn =
2
√
3a
·
En
t
.

Once the eigenenergy En is determined, the corresponding wave vector kn can be obtained. For the graphene Africa billiard,
Fig. 15(a) shows the wavevector staircase function for eigenenergies in the range 0 < En/t < 0.4, where the solid curve is
given by

⟨N(k)⟩ = Ak2/2π + C ′1, (118)

with C ′1 = 35 being a fitting constant. Eq. (118) differs from Eq. (117) in the leading ‘‘Weyl’’ term by a factor of 2. The reason
is that, for a single Dirac point, ⟨N(k)⟩ follows Eq. (117) but graphene has two non-equivalent Dirac points, so ⟨N(k)⟩ should
be twice of that given by Eq. (117). The fitting constant C ′1 is due to the edge states associated with the segments of the
zigzag boundaries of the graphene billiard where their energies are all about zero. For a zigzag ribbon, the edge states exist
for E < Ec = h̄vF/L =

√
3ta/(2L), where L is the width of the ribbon [292]. The sizes of the graphene billiards are about
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Fig. 15. Level-spacing statistics for the Africa shaped graphene billiard without any magnetic field (Φ = 0). (a) Wavevector staircase function N(k) for
eigenenergies in the range 0 < En/t < 0.4, where the number of energy levels is 560 (circles). The curve is given by ⟨N(k)⟩ = Ak2/(2π ) + 35 [Eq. (118)].
(b) Spectral staircase function N(E) versus αE2 for 0.02 < En/t < 0.4 with 522 levels, where α is the unfolding normalization constant. The dashed straight
line is the averaged staircase function Eq. (119). (c) Magnification of part of (b) for 0.02 < En/t < 0.1with 28 levels. (d) Unfolded level-spacing distribution
P(S). (e) Cumulative unfolded level-spacing distribution I(S). (f) Spectral rigidity ∆3 . In (d–f), the numerical data are represented by open circles and the
lines are theoretical predictions from the randommatrix theory: dashed line for Poisson, solid line for GOE, and dotted line for GUE statistics.
Source: From Ref. [118] with permission.

100a, leading to Ec ≃ 0.01t . The edge states are localized on segments of zigzag boundaries. These states are degenerate,
contributing to an artificial bias in the spectral staircase function for small energy values. For convenience, a minimum value
of 2Ec = 0.02t for En can be set to remove the influence of the edge states.

Because of the linear energy–momentum relation E = h̄vFk, the smoothed spectral staircase function is given by

⟨N(E)⟩ =
AE2

2π h̄2v2F
+ C2 = αE2

+ C2, (119)

where α = A/(2π h̄2v2F ) is the unfolding normalization parameter and C2 is now zero after setting 2Ec for theminimum value
of En. Fig. 15(b) shows the spectral staircase function of En for 0.02 < En/t < 0.4, and Fig. 15(c) shows a magnification of
part of Fig. 15(b) for eigenenergies in the range 0.02 < E/t < 0.1. The dashed lines in these two panels are Eq. (119) with
C2 = 0. They agree well with the numerical results. The distribution of the unfolded level spacing for the Africa graphene
billiard is shown in Fig. 15(d) and the cumulative distribution is presented in Fig. 15(e), which suggest GOE type of statistics.
Fig. 15(f) shows the spectral rigidity calculated from the available eigenenergies. This, together with Fig. 15(d,e), is strong
evidence that the level-spacing distribution in a chaotic graphene billiard in the relativistic quantum regime follows the GOE
statistics. Similar plots were obtained [115,118] for one-eighth of the chaotic Sinai billiard with 37,401 atoms and an area of
A = 1.607× 104a2 = 972 nm2, which also exhibit characteristics of GOE statistics.

The GOE statistics of unfolded level-spacings for graphene billiards can be understood, as follows. For the Dirac (neutrino)
billiard, the time reversal symmetry is broken due to chirality. Due to the two non-equivalent Dirac points (valleys) in
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graphene, the time reversal symmetry for the Dirac system corresponds to the symplectic symmetry for graphene, which
is essentially the time reversal symmetry for a single valley [266]. Thus the breaking of the time reversal symmetry in the
neutrino billiard does not imply time-reversal symmetry breaking in the graphene billiard. More specifically, in graphene,
quasiparticles in the vicinity of a Dirac point obey the same Dirac equation as that for neutrino, but the confinement to
realize the billiard plays a different role, where the abrupt edge termination couples the two valleys in themomentum space.
As a result, the wavefunctions for quasiparticles with wavevectors near the two Dirac points are not separable, rendering
invalid the description of the two-component spinor Dirac equation for the whole system. A full set of equations taking
into account the two nonequivalent Dirac points and the boundary conditions are thus necessary to describe the motions
of the relativistic quasiparticle in graphene. Typically, the time reversal symmetry is preserved [266], suggesting that the
level-spacing statistics belong to either the GOE or the GSE class. The abrupt edge termination in a graphene billiard can
be described by a step function in the form of an infinite potential at the edge. Since the range of the potential is short,
the two valleys in the momentum space are coupled, which also breaks the sublattice symmetry. Since both the pseudospin
valley and the sublattice symmetries are broken, Kramers degeneracy and GSE statistics can be ruled out [293]. The resulting
level-spacing statistics are then of the GOE type. Similar effects were noticed by Robnik and Berry [6] that, although the
system under consideration may possess neither time-reversal nor geometric symmetry (or other dynamical symmetries),
it can be invariant under the combination of the two symmetries, and non-trivial representations can be found in which the
Hamiltonian matrix elements are real, leading to GOE statistics (other than GUE as in the chaotic neutrino billiard [93]).

In realistic situations a number of nonideal factors can arise. The issue of robustness of the level-spacing statistics
of chaotic graphene billiards is thus critical to experimental observation in the presence of perturbations such as the
interactions beyond the nearest neighbors, lattice deformation, boundary bonds and staggered potentials caused by
substrates. A numerical study [115,118] revealed that the GOE statistics are quite robust against these nonideal factors.

Level spacing statistics in the presence of amagnetic field. Amagnetic field breaks the time reversal symmetry of graphene [266]
and causes the level-spacing distribution to exhibit characteristics of GUE statistics. This was numerically verified [115,118]
for both the Africa and one-eighth of the Sinai billiard subject to a uniform, perpendicular magnetic field (Φ = Φ0/8000).

For a strongermagnetic field (e.g.,Φ = Φ0/800), Landau levels become important, especially for energy close to the Dirac
pointwhere thedensity of states is low. The energy levels are then clustered, leading to ∂N/∂E →∞ at the Landau levels. The
staircase counting function deviatesmarkedly from the semiclassical predictions. The level-spacing statistics for this case are
not physicallymeaningful. Nonetheless, if one proceedswith the same calculation and analysis, the statistical quantities P(S)
and I(S) would exhibit apparent deviations from the GUE statistics, and in fact they are closer to GOE behaviors. Intuitively,
this can be understood by noting that the Landau levels ‘‘squeeze’’ the energy levels around them, resulting in smaller
level-spacings and larger values of P(S) for small S. Since the overall slope of the staircase counting function is unchanged,
squeezing of the energy levels around the Landau levels tends to stretch the energy levels in between the different Landau
levels, yielding large spacings and consequently larger values of P(S) for large S. The stretching process causes a gradual
transition of the level-spacing distribution from GUE to GOE. Similar results were observed [115,118] for nonrelativistic
quantum chaotic billiards where the system is described by the Schrödinger equation, in the energy rangewhere the density
of states is low and Landau levels arise. The spectral rigidity, however, does not fall into any of the three known categories.
This is due to the fact that the staircase function no longer follows the semiclassical prediction when the effects of Landau
levels cannot be neglected in the presence of a strong magnetic field.

For higher energy levels, e.g. 0.4 < E/t < 0.7,where the Landau levels are not apparent, the level-spacing statistics return
to the GUE class. In this energy range, trigonal warping becomes dominant (Fig. 12), rendering the theoretical description of
Dirac equation inappropriate. The energy levels can be accessed in experiments and thus are relevant to transport through
graphene quantum dot systems. In this region, N(En) still depends hyperbolically on En, indicating a linear dependence
between En and kn. This is because, in this energy range, the trigonal warping determines the pointer states (density patterns
obtained from eigenstates) in the system and restrains them to having line segments only in three directions, e.g., from the
Dirac points to the origin [121]. Along these directions, the E−k relation is approximately linear up to E/t ∼ 1. This explains
the hyperbolic relation between N(En) and En even for high energies far away from the Dirac point.

The emergence of the GUE statistics for higher eigenenergies corroborates the argument that about the Dirac point, the
energy level-spacing statistics are shifted ‘‘artificially’’ to GOE by the Landau levels. This could be experimentally relevant
as the level spacings can possibly be revealed in the peak spacings in the conductance of the corresponding quantum dots
made from ‘‘open’’ billiards [294].

Classically, the effects of amagnetic field on chaoswere studied quite early [295,296], where it was found that for billiards
with sufficiently smooth boundaries, such as an integrable elliptical billiard, flyaway chaos can be induced by a magnetic
field, but increasing the field strength to the Landau regime can remove chaos.

3.4.4. Level spacing statistics for edge states in chaotic graphene billiards
A prominent feature of graphene billiards is the emergence of a large number of edge states. Characteristics of the level-

spacing statistics of the edge states were studied [116] for a graphene quantum dot that has the shape of a deformed disk
with an angle dependent radius function: R(θ ) = R0 + 0.2R0 sin(θ )+ 0.05R0 sin(2θ )− 0.025R0 sin(3θ )+ 0.02R0 sin(4θ )−
0.01R0 sin(5θ ), with R0 = 160a ≈ 40 nm. In order to distinguish the edge states from the bulk states, one can calculate the
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Fig. 16. Level-spacing distributions for edge states in graphene quantum dots. The solid red and black curves are for cases where there is an electron–hole
symmetry (t ′ = 0) and the symmetry is broken (t ′ = 0.1t), respectively. The dashed, dashed–dotted, and dotted curves correspond to the distributions
associated with Poisson, GOE, and GUE statistics, respectively. The inset shows in detail the integrated level-spacing distributions for small level spacing S.
The statistics were obtained using an ensemble of 100 quantum dots.
Source: From Ref. [116] with permission.

participation ratio [297,298] for each eigenstateψ , which is the fraction of atoms occupied by an electron for a given energy
level,

p =
(
∑

i |ψ(i)|2)2

N
∑

i |ψ(i)|4
,

where the index i runs over the atomic sites and N denotes the total number of atoms in the dot. For extended states, one
has p ∼ 1 but for localized edge states, the values of the participation ratio are at least two orders of magnitude smaller:
p ≈ 10−4 − 10−2.

Because of their localized behavior, the level spacings associated with the edge states are expected to follow the Poisson
statistics [299]. Surprisingly, as shown in Fig. 16, the level-spacing distribution for the electron–hole symmetric case t ′ = 0
follows the GOE statistics. Poisson statistics arise when the electron–hole symmetry is broken, e.g., for t ′ = 0.1t .

The striking difference between the level-spacing statistics of edge states and those of the bulk states can be understood
by examining the peculiar features of the wavefunctions associated with the edge states. The graphene Hamiltonian has
a chiral symmetry for t ′ = 0 that results in an equal occupation probability of sublattices A and B for every individual
wavefunction [292]. Since the wavefunction at a certain type of zigzag edge is nonzero only on one sublattice, every
eigenstate for t ′ = 0 must also occupy another part of the boundary of the opposite kind, as illustrated in Fig. 17. This
leads to an artificial long-range coupling among the edge states and thus to level repulsion, resulting ultimately in GOE
statistics. If the chiral symmetry is broken, e.g., by nonzero second-nearest-neighbor hopping, edge-state wavefunctions
can be localized at a single edge. Fig. 17 shows that, close to a boundary, the edge states occupy a single sublattice only. In
order to avoid the oscillatory pattern on the lattice scale that inevitably arises when both sublattices are taken into account
simultaneously, for every unit cell only the atom with the largest occupation probability is plotted.

3.4.5. Can valley decoupling lead to GUE statistics in graphene billiards without any magnetic field?
Since graphene has quasiparticles thatmimic relativistic,massless Dirac fermions, it seems plausible to test the prediction

of Berry and Mondragon about the GUE statistics of Dirac particles [93] with classically chaotic graphene confinement
systems. A complication is that graphene has two valleys, so the twomassless Dirac fermions, each originating from a valley,
are coupled through mechanisms such as abrupt edge cuts or short range disorders. The whole system, which includes
the confinement and the interaction between the two quasiparticles, in fact preserves the time-reversal symmetry, leading
to GOE level-spacing statistics, as demonstrated in Section 3.4.3. Intuitively, if the two quasiparticles can be decoupled so
that their motions become independent, with a finite mass confinement, GUE statistics would emerge. This conjecture was
investigated through a smoothly varying mass confinement [299], where the mass term can be realized through an effective
staggered potential caused by possible edgemagnetization of graphene flakes [300,301]. The domain of an Africa billiardwas
studied [299],which contains 68,169 carbon atoms, resulting in about 3000 energy levels in the range [−0.5t, 0.5t]. Themass
term is given by

∑
mi|i⟩⟨i|, which is positive (negative) if i belongs to sublattice A (B). For smooth mass confinement, the

term is zero in the interior but finite within the distance W = 4.5
√
3a of the boundary: it starts from zero at the inner

border of the region and increases quadratically: mi = b2[di − W ]2/2, where di is the distance of atom i to the boundary
and b = 0.15

√
t/a is a constant. While the lattice eventually terminates, for the smooth varying confinement, the rough
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Fig. 17. Wavefunction density in a graphene quantum dot. The left column is where the electron–hole (e–h) symmetry is preserved (t ′ = 0), while the
right column is for the case where this symmetry is broken (t ′ = 0.1t). The examples are for an edge mode that decays quickly (a) and slowly (b) into the
bulk. The nominal radius of the quantum dot is R0 = 30a.
Source: From Ref. [116] with permission.

Fig. 18. Level-spacing distributions for Africa shaped graphene billiard with smooth mass confinement. (a,b) Africa shaped graphene billiard with abrupt
edge termination and smooth mass confinement, respectively. (c–f) Level-spacing distribution for a billiard with 68,169 carbon atoms using about 3000
energy levels in the range [−0.5t, 0.5t], and insets show the integrated distribution. (c,d) Abrupt lattice termination. (e,f) Smooth mass confinement with
W = 4.5

√
3a. Panels (c) and (e) are for cases without a magnetic field, while (d) and (f) are forΦ = 0.7Φ0 .

Source: From Ref. [299] with permission.

boundary has little effect on the quasiparticle motion. As a result, inter-valley scattering is suppressed, which preserves the
valley symmetry but breaks the sublattice symmetry aswell as the time-reversal symmetry associatedwith each valley [299].

When the two valleys are decoupled (zero or weak inter-valley scattering), the Hamiltonian consists of two degenerate
blocks, each corresponding to a quasiparticle with unitary symmetry. As Fig. 18 shows, in spite of the efforts, the conjectured
GUE statistics were never observed in the absence of a magnetic field. A plausible explanation is that, while the mass
term is relatively smooth, residual inter-valley scattering can persist. Even for arbitrarily weak inter-valley interactions, the
scattering time can be shorter than the relevant Heisenberg time scale for level spacing, leading to GOE statistics [299]. The
symmetry properties [266,302–304] are also related to the pseudospin effects in graphene, which can significantly suppress
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Table 2
Graphene sector billiards.

Angle 15◦ 45◦ 30◦ 30◦N
Size 226,993 244,664 220,862 221,944
Angle 90◦ 60◦Z 60◦A 60◦AN
Size 217,615 226,042 227,254 226,315

The letter ‘‘N’’ denotes the non-perfect cases where a few atoms at the
corner or one row of atoms at one of the straight boundary are missing, i.e.,
their shapes slightly deviated from that of a sector billiard. The letters ‘‘Z’’
and ‘‘A’’ stand for zigzag and armchair edges along the straight boundaries,
respectively. The size of the graphene sheet is specified by the number of
lattice sites.

backscattering [305,306] and effectively eliminate weak localization or anti-localization [293,307–311]. This can lead to
conductance fluctuations that belong to different universality classes [299,312].

The level-spacing statistics of highly symmetric (triangular and hexagonal) graphene nanoflakes with armchair, zigzag,
and Klein [117,313] boundaries were also studied [119]. The main advantage of using such geometric shapes is that the
boundaries are ‘‘pure’’ in the sense that they are of only one type (either armchair, zigzag, or Klein) and there is no mixing of
different types. In the absence of any random disorder, due to the geometric symmetry, the energy levels are clustered and
exhibit Poisson like behaviors, although the level-spacings do not rigorously fitwithin any class of randommatrix ensembles.
When disorders such as substrate impurities or ions [314,315] are present, a transition in the level-spacing statistics from
Poisson-like to GOE statistics occurs. Numerical results [119] indicate that the orthogonal symmetry emerges generically in
such closed graphene nanosystems. In the special case of a triangular nanoflake with zigzag (or Klein) edges and smooth
impurity potentials, the unitary symmetry class is the relevant one. A subsequent work [316] investigated the effects of
strain fields that can be regarded as a strain-induced gauge field, with the finding that if the zigzag triangular nanoflake is
deformed such that all its geometric symmetries are broken, the spectral statistics are of the GUE type. However, if a mirror
symmetry is present, the spectral statistics belong to the GOE class.

3.4.6. Peculiar level-spacing statistics in circular sector graphene billiards
The fluctuation properties of the eigenvalue spectra of finite-size graphene billiards with the geometric shape of circular

sectors of angles π/n, where n is an integer, turn out to exhibit unconventional features [120]. Such a billiard domain can be
cut from a perfect graphene sheet, and the underlying classical dynamics are integrable. The orientation of the domain can be
chosen such that one of the straight boundaries of the sector are of the zigzag type. In a recent work [120], the Hamiltonian
matrices corresponding to lattice sizes of up to 2× 105 atoms were diagonalized. Table 2 lists the lattice structures studied.

Altogether, as listed in Table 2, eight sectors with varying edge structures along the straight boundaries and angles π/n
with n = 2, 3, 4, 6, 12 were considered [120], which correspond to 15◦, 30◦, 45◦, 60◦, and 90◦, respectively, whereas
the curved boundary was obtained by fitting the hexagonal lattice into the corresponding sector billiard. For the 15◦and
45◦sectors, one straight boundary is terminated by a zigzag edge, while the other one consists of a mixture of zigzag and
armchair segments. For the 30◦and 90◦domains, a perfect cut results in a zigzag edge for one straight boundary and an
armchair edge for the other, so there is no reflection symmetry. For the 30◦sector, besides perfect cut, non-perfect cut was
also studied, with the only difference being one additional layer of atoms along the armchair edge. A 60◦-sector graphene
billiard can be cut out of a hexagonal lattice such that both straight boundaries are zigzag or armchair edges. Accordingly,
these graphene billiards can possess an exact reflection symmetry. In addition, a non-perfect 60◦sector structure was
considered [120] in which the reflection symmetry was broken by removing one atomic layer along one of the straight
boundaries. Taking into account only the nearest-neighbor hopping term in the Hamiltonian yields eigenstates that are
symmetric under the E → −E and the [ΨA,ΨB] → [ΨA,−ΨB] operations [292]. It thus suffices to consider only the states
corresponding to positive energy values, 0 ≲ E/t ≤ 3.

The eigenstates of a nonrelativistic quantum billiard in a sector domain [317] of unit radius and arbitrary angle ϕ0, i.e., of
a quantum particle trapped in an infinitely high potential well with the shape of a sector, can be obtained by solving the
Schrödinger equation with the Dirichlet boundary conditions along the border of the domain. They are given in terms of the
Bessel functions,Ψmn ∝ sin(mπϕ/ϕ0)Jmπ/ϕ0 (kmnρ), where ϕ and ρ are the angular and radial polar coordinates, respectively,
and the indices are integers:m, n = 1, 2, 3, . . .. The eigenwavevectors kmn > 0 can be obtained from the zeros of the Bessel
functions along the boundary, i.e., for ρ = 1, Jmπ/ϕ0 (kmn) = 0, which yields the eigenenergies Emn = h̄2k2mn/(2m), wherem is
the mass. For large values of x, one has

Jmπ/ϕ0 (x) ∼
√
2/(πx) cos[x− (mπ/ϕ0)π/2− π/4],

so, asymptotically, the zeros for differentm values are shifted by integermultiples of π2/2ϕ0 with respect to each other [10].
In nonrelativistic quantummechanics, the spectral statistics of the sector billiards were shown to be of the Poisson type [10].
The intuitive expectation is then that the eigenvalues of sector-shaped graphene billiards should exhibit a similar behavior,
regardless of the value ofϕ0. However, itwas recently discovered [120] that thiswas not the case and the type of level-spacing
statistics in fact depends on the energy range under consideration.
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Fig. 19. Spectral properties of a graphene billiard with the shape of a 15◦sector. (a) Density of states. Inset: integrated density of states. (b–f) Nearest-
neighbor spacing distributions in the energy ranges: (b) E/t ∈ [0.02, 0.2], 837 levels; (c) E/t ∈ [0.5, 0.6], 2575 levels; (d) E/t ∈ [2.0, 2.1], 3804 levels;
(e) E/t ∈ [2.6, 2.7], 3321 levels; (f) E/t ∈ [2.95, 3], 1509 levels. The histograms show the numerical results, while the dashed and solid lines indicate the
Poisson and GOE distributions, respectively. Inset in panel (f): normalized ratio (E − Eedge)/EQB for the first 1509 eigenenergies, where EQB is the accurate
eigenenergy obtained from analytical solutions of the corresponding quantum billiard.
Source: From Ref. [120] with permission.

Fig. 20. Intensity distributions |Ψ |2 in the 15◦-sector graphene billiard. Panels (a–l) correspond to energy values 2.991, 2.981, 2.976, 2.974, 2.667, 2.664,
2.663, 2.661, 0.195, 0.140, 0.100, and 0.063, respectively. In panels (a–d), the energies are close to the band edge, corresponding to eigenstates with
(m, n) =(5,4), (3,22), (5,18), and (11,1) in the quantum billiard of corresponding shape, respectively. Panels (e–h) show results for the transitional region
around E/t ∼ 2.66. In panels (i–l) the energies are close to the Dirac point.
Source: From Ref. [120] with permission.

The findings [120] can be summarized, as follows. Near the band edges E/t = ±3, the dispersion relation is parabolic,
e.g., E−Eedge ∼ k2, thus the graphene pseudo-particles are essentially described by the nonrelativistic Schrödinger equation.
Indeed, both the eigenenergies and eigenwavefunctions [Fig. 20(a–d)] agree with the analytical solutions well. The level-
spacing statistics are thus Poisson, as shown in Fig. 19(f). As the energy deviates from the band edge, e.g., for E/t ∈ (2.6, 2.7),
the spectral statistics evolve toward the GOE type, as shown in Fig. 19(e). In this energy range, the structure of the boundary,
which is not perfectly smooth, leads to spectral statistics that are not purely Poisson, but to those that lie somewhere
between the Poisson and GOE type. Certain patterns of the intensity distributions of the eigenstates are similar to those
of the squared wavefunctions of the corresponding nonrelativistic quantum billiard. However, there are nonideal factors
in the wavefunctions in comparison with the analytical solutions, as shown in Fig. 20(e–h). As the energy deviates further
from the band edge, e.g., for E/t ∈ [2.0, 2.1], the spectral properties exhibit an increasing similarity to the GOE statistics, as
shown in Fig. 19(d). In this energy range, while the eigenfunctions may retain certain features of the wavefunctions of the
corresponding nonrelativistic quantumbilliard, the pattern structure can be quite different. These features are reminiscent of
the fluctuation properties in the eigenvalue spectra of nonrelativistic quantum billiards with mixed Dirichlet and Neumann
boundary conditions [318], where in the present case the boundary conditions might not be purely Neumann or Dirichlet.
Note that the mixed boundary conditions are a purely wave-dynamical feature with no classical correspondence.

For energy values close to the Dirac point, excluding the edge states, the effective wavelengths are long, so one may
expect that the spatially discrete nature of the boundarieswill have little effect on the statistical properties of the eigenstates
and, as such, the fluctuations in the energy spectra should be describable by Poisson statistics. However, the occurrence of
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Fig. 21. Effect of structural perturbation on the nearest-neighbor spacing distribution for a graphene billiard with the shape of a 60◦sector. (a) armchair
edges, (b) armchair edges with one row of atoms added along one edge. The energy range is E/t ∈ [0.02, 0.2]. Insets: magnified view of the lattice structure
close to the tip of the sector to illustrate the differences.
Source: Adapted from Ref. [120] with permission.

the Dirac point has its origin in the two inter-penetrating triangular sublattices forming the hexagonal lattice of graphene.
Computations revealed [120] that the spectral properties agree well with those associated with GOE statistics [Fig. 19(b)].
While surprising, the phenomenon can be qualitatively understood from the properties of the intensity distributions, which
are typically disordered patterns spread over the entire billiard plane [Fig. 20(i–l)]. Furthermore, the intensities are peaked
at some parts of the zigzag edges of the straight boundary formed by a mixture of armchair and zigzag edges, similar to
the squared wavefunctions in a nonrelativistic quantum billiard with Neumann conditions at these parts of the boundary.
Varying the boundary conditions leads to correlations in thewave amplitudes at the sites of the corresponding sublattice and,
through hopping, between the sublattices. As a result, level repulsion arises, which is typical for graphene sector billiards.

In general, when the lattice structure of the graphene billiard has a higher symmetry including uniform boundary
conditions for each sublattice along its perimeter, as for graphene billiards with the shape of an equilateral triangle [119] or
a rectangular billiard [319], the patterns of the intensity distributions have an ordered (periodic) structure and the spectral
properties tend to be more Poisson-like. This is also the case for the sector billiard. For example, for the 60◦sector billiard
with perfect armchair boundaries, the level-spacing statistics are Poisson, as shown in Fig. 21(a). However, a small variation
in the boundary conditions, e.g., by adding just one row of atoms [inset of Fig. 21(b)], or alternatively, by removing a few
atoms around the tip, may lead to a drastic change in the eigenstates, giving rise to GOE statistics, as shown in Fig. 21(b). This
extreme sensitivity on the structure of the boundary arises but only for energy values close to the Dirac point. Nevertheless,
such small perturbations to the boundary will not affect the nature of the spectral properties for the same graphene sector
billiard close to the band edge, as the eigenenergies and eigenwavefunctions agree with the analytical solutions for the
corresponding quantum billiard very well in the low-energy region. However, a point-like perturbation, a change in the
boundary at a singular point, will change dramatically the wavefunctions and hence the spectral properties [320,321].

3.5. Microwave Dirac billiards

The microwave Dirac billiards can be constructed from photonic crystals composed of metallic cylinders and arranged
on a triangular lattice, which were squeezed into a cylindrical microwave cavity with a much smaller height in the z
direction compared to those in the (x, y) plane. Below a certain frequency that is inversely proportional to the height of
the cavity, the underlying Helmholtz equation is two dimensional and mathematically equivalent to the spatial part of the
Schrödinger equation of the corresponding quantum billiard. The shape of the microwave cavity in the (x, y) plane can be
constructed arbitrarily, which can simulate 2D quantum billiards with either integrable or chaotic classical dynamics. Due
to the cylinders, the electromagnetic wave propagates along the voids between them, forming a honeycomb lattice, and the
frequencies as a function of the two quasi-momentum components exhibit a band structure similar to that of graphene.
Accordingly, the resonant spectra of the microwave billiard systems contain Dirac points governed by the relativistic Dirac
equation. Such experiments can be performed at the room temperature, but the typical quality factor is about 103, so the
fine structures in the transmission or reflection spectra cannot be identified. The Darmstadt group [225] carried out such
measurements under the superconducting condition, for which the quality factor can be as high as 107, making it possible
to determine sequences of thousands of eigenvalues. Accurate energy level statistics can then be obtained.

Fig. 22 shows the level-spacing statistics of two microwave Dirac billiards with classically integrable and chaotic
dynamics, respectively. The resonant spectra were obtained under the superconducting condition. From the nearest-
neighbor spacing distributions and the spectral rigidity, one can see that the rectangle microwave Dirac billiard exhibits
Poisson statistics, while the Africa shaped microwave billiard exhibits GOE statistics [224,225], in agreement with those of
graphene billiards [115,118,286].

As in a graphene sheet or, generally, in artificial graphene, the smooth part of the density of states of the Dirac billiards has
a complicated structure and exhibits sharp peaks at the van Hove singularities. There, the electronic properties of graphene
and, likewise, the wave function structures calculated from the tight-binding model, change rapidly with increasing
frequency. Nevertheless, it was demonstrated that [227], the spectral properties of the Dirac billiards are determined only
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Fig. 22. Level spacing statistics formicrowave Dirac billiards. Upper and lower panels are for the rectangular and chaotic Africa shaped billiard, respectively.
Left panels show the Dirac billiard that contains about 900 metallic cylinders arranged on a triangular lattice, middle panels are for the nearest-neighbor
spacing distributions, where insets show the honeycomb lattice structure of the voids between the metallic cylinders, and right panels show the spectral
rigidity of the resonance frequencies close to the Dirac point obtained from the microwave Dirac billiards under superconducting condition.
Source: Adapted from Refs. [224,225] with permission.

by their shapes. For example, the rectangular microwave Dirac billiard gives the Poisson statistics, while the Africa shaped
billiard generates the GOE statistics. In the vicinities of the van Hove singularities, the commonly used statistical measures
are not immediately applicable. An alternative is to use the ratio or the overlapping ratio distribution, which can provide
useful statistical measures of the spectral properties.

3.6. Concluding remarks on energy level-spacing statistics

The seminal work of Berry and Mondragon [93] was perhaps the first to treat the energy level-spacing statistics of
classically chaotic billiards in the relativistic quantum realm. Their finding was that, for 2D massless Dirac particle confined
in a finite region, time-reversal symmetry is broken due to the infinite-mass confinement potential, leading to GUE statistics
even without any magnetic field. Graphene has low energy quasiparticles mimicking the 2D massless Dirac particle when
inter-valley scattering is neglected. For an infinite graphene flake without disorder, the system preserves the pseudospin
symmetry (the symmetry between A and B atoms) and also the symmetry between the two valleys. However, for a finite
graphene billiard, the two symmetries are typically broken. The two valleys (or two quasiparticles) are then coupled, leading
to GOE statistics.

The profound connection between the symmetries of the system and the random matrix ensembles for level-spacing
statistics lies in the matrix representation of the Hamiltonian [3]. For example, for a system that preserves the time-reversal
symmetry but with spin neglected, it is invariant under orthogonal transformations, and there are general representations
other than the energy basis in which all the elements of the matrix are real. Since the Hamiltonian is Hermitian, it must
be real symmetric. Classical chaotic dynamics will introduce randomness into the real symmetric Hamiltonian matrix,
leading to GOE statistics. Intrinsic disorders and edge roughness will have the same effect of introducing randomness to
the Hamiltonian matrix. If the time-reversal symmetry is broken and there is no other symmetry that can be preserved
together, the systemwill be invariant under unitary transformations, and the elements of theHamiltonianmatrix in a general
representation will not all be real. Due to disorders, the matrix will be a random Hermitian matrix with complex elements.
The resulting energy level statistics will then be of the GUE type. For graphene described by the tight-binding Hamiltonian,
short-range or long-range disorders, strain, and mass term make the Hamiltonian matrix random but it remains to be real
symmetric, so in general GOE statistics will emerge. One exception is that, even for systems with time-reversal symmetry,
certain subset of eigenstates associated with some discrete symmetry of the system can be identified [259,322], for which
the level-spacing statistics can be GUE.

4. Relativistic quantum scars

4.1. Quantum scars — an introduction

A remarkable phenomenon in quantum systemswhose dynamics in the classical limit are chaotic is scarring. In particular,
in the semiclassical regime a wavefunction can be regarded locally as a superposition of many plane waves. Due to classical
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chaos, the directions of these plane waves are uniformly distributed. Intuitively, one may expect the wave functions to
have a uniform concentration in the position space. However, signatures of highly non-uniform distribution of the wave
function were discovered by McDonald and Kaufman in their study of the Helmholtz equation in the classically chaotic
stadium billiard [26]. Numerical investigations of the system in the semiclassical regime by Heller [28] revealed the striking
‘‘scarring’’ phenomenon that the wavefunctions tend to concentrate on paths corresponding to unstable periodic orbits in
the classical limit. Theoretical explanations of the scarring phenomenon were given by Bogomolny [53] and Berry [1] based
on the semiclassical Green’s function. Since then, quantum scars have become an active topic of research [27,29,52,54–79]
in the traditional field of nonrelativistic quantum chaos [2,152] for systems described by the Schrödinger equation.

While quantum scars typically arise in closed Hamiltonian systems, in open systems (e.g., quantum dots) the coun-
terparts of scars exist: quantum pointer states [73,155–160], which can have a significant effect on the transport prop-
erties [69,80,81,161,162] such as inducing conductance fluctuations. Especially, pointer states associated with more
pronounced scars in the corresponding closed system can ‘‘trap’’ electrons longer in the quantum dot, leading to narrower
conductance resonances. In fact, from the properties of scars in the closed system, one can infer the extent of conductance
fluctuations in the corresponding open system.

In the development of RQC, two questions concerning scarring naturally arose: (1) can there be scars in relativistic
quantumsystems? and if yes, (2) can there be relativistic quantumscars that have no counterparts in nonrelativistic quantum
systems?

The first questionwas partly addressed [121] through a study of chaotic graphene billiards described by the tight-binding
Hamiltonian, where scars were found. However, graphene is a discrete-lattice systemwith two non-equivalent Dirac points
in the energy–momentum space. Although the electronic behavior in the neighborhood of each Dirac point can be described
by the massless Dirac equation [101–107], physical processes such as reflection from the system boundaries can couple the
quantum dynamics from the two Dirac points. Thus, in a strict sense the underlying physics in graphene is not exactly that
given by the single particle Dirac equation, but is always that of coupled particles from the two distinct Dirac points. The
scars in chaotic graphene confinements [121] are thus relativistic quantum scars only in an approximate sense.

It has beenmentioned in Section 2 that,with respect to the general issue of relativistic quantummanifestations of classical
chaos, Berry andMondragon [93] developed a boundary-integral method to solve themassless Dirac equation (for neutrino)
in closed domains such as that given by the chaotic Africa billiard.While they provided an integral expression for calculating
the eigenstates, the focus of the study [93] was on energy-level statistics.

The second question was addressed in Ref. [123], in which the authors employed a conformal-mapping based method
to solve the Dirac equation in closed chaotic domains confined by an infinite mass potential. In particular, the boundary
of certain chaotic domain can be generated from the unit circle through a conformal mapping, so the analytic solutions of
the eigenvalues and eigenstates of the Dirac equation in the circular domain can be used to determine those in the chaotic
domain. This has led to the success of accurately determining a large number of energy levels and the associated eigenstates.
Examination of the eigenstates revealed a class of relativistic quantum scars in massless Dirac fermion systems: chiral scars
that occur on classical periodic orbits with odd number of bounces off the domain boundary. For a chiral scar, the phase
difference of a full rotation about the periodic orbit and its time reversed counterpart will gain an additional π , leading
to anomalous half unity values of a characteristic quantity from the conventional semiclassical theory. There are thus no
counterparts of chiral scars in nonrelativistic quantum systems because, there, this semiclassical quantity can take on values
of either zero or one.

In this Section, we first discuss quantum scars in chaotic graphene billiard systems. We then turn to chiral scars,
focusing on its unique properties, the fundamental physical mechanisms based on symmetry considerations, and controlled
generation of those scars through an external magnetic flux.

4.2. Quantum scars in graphene billiards

A convenient setting to investigate quantum scarring in chaotic graphene systems is stadiums. The tight-binding
approximation allows the wave functions to be calculated both in the low-energy regime where the particle motions obey
the Dirac equation and in the high-energy regime where trigonal warping distortion becomes dominant [271,283,323].
The calculations and analysis revealed [121] signatures of pronounced concentrations of eigen-wavefunctions about certain
classical periodic orbits.

For a chaotic stadium graphene billiard, it is necessary to remove the boundary atoms with only one neighbor to avoid
possible artificial scattering effects. Fig. 23(a–c) show three typical patterns of electron concentration for three distinct
energy levels. Since the system is relatively large, the E − k relation for an infinite graphene flake can be used to gain
insight. The allowed wavevectors for the specific energies of the patterns are shown in Fig. 23(d–f). Note that, for an infinite
system, the allowed wavevectors constitute continuous curves in the contour plots of energy versus wavevector. For a
finite confinement, the allowed wavevectors are discrete. It is useful to divide the energy range into three regimes: low,
intermediate, and high, and to discuss the mechanisms of scarring in each energy regime separately.
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Fig. 23. Quantum scars in a chaotic graphene billiard of stadium geometry. Red color indicates higher wavefunction concentration associated with the
scars. The stadium billiard contains N = 11,814 carbon atoms and has zigzag horizontal boundaries. The energy contour plots in the wavevector plane (the
band structure) are also shown. The energies for the patterns in (a–c) are E/t = 0.13252, 0.4024, and 0.91188, respectively. Panels (d–f) show the E − k
configuration for an infinite graphene flake for the same lattice orientation and energy values as those for (a–c), respectively. The allowed wavevectors
are on the constant energy curves (as indicated by the red arrows). Dashed line segments in (a–c) are for eye-guidance, and they indicate certain classical
unstable periodic orbits.
Source: From Ref. [121] with permission.

Low-energy regime (E/t ≪ 1).
In this regime, the possible wavevectors are restrained to the vicinity of the Dirac points, as indicated by the small solid

circles in Fig. 23(d). In addition, the number of allowed wavevectors is small, so that any quantum superposition consists
of only a few allowed plane waves. Along the directions perpendicular to those from the origin to the Dirac points, the
wavelength λ ∼ 2π/k⊥ is large, where k⊥ is the perpendicular component of the allowed wavevector, i.e., the diameter of
the small solid circles in Fig. 23(d). For two plane waves with close wavevectors, say k1 = K + k⊥/2 and k2 = K − k⊥/2,
where k⊥⊥K , the composed wave is given by

eik1·x+φ1 + eik2·x+φ2 = 2 cos[k⊥ · x/2+ (φ1 − φ2)/2]eK ·x+(φ1+φ2)/2,

which represents a propagating wave along the direction K modulated by a standing wave in the perpendicular direction.
The anti-node is given by

cos[k⊥ · x/2+ (φ1 − φ2)/2] = 0,
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so the distance between the nearby anti-nodes is 2π/|k⊥|. Since |K | is generally large (of the order of π/a), the wavelength
along the K direction is small (extending a few lattice sites). Similar analysis holds for other allowed wavevectors [121].
For certain energy values, the superposition of the allowed plane waves forms standing waves and the anti-nodes of the
standing waves (light region in the figure) have three directions only, which are parallel to the directions from the origin to
the Dirac points. These features can be seen from Fig. 23(a).

Intermediate-energy regime (E/t < 1).
In this regime, there aremany allowedwavevectors that formnearly continuous contour lines (constant energy curves) in

the wavevector space. As a result, the plane waves for each line segment of the allowedwavevectors generate a wave packet
with group velocity determined by the gradient of the energywith respect towavevector. Thewidth of thewave packet is on
the order ofπ/|∆k|, where |∆k| is thewidth of the allowedwavevectors perpendicular to the direction of the group velocity.
The contour lines are approximately circles, indicating that particle motion can take on any directions. As the linear relation
between energy and wavevector holds in this energy range, the scars formed in this case are thus relativistic quantum scars.
Since the group velocity can be in any direction, the orientations of the scarred patterns can be in any direction as well. The
widths of the scars are typically large since∆k is still small about the Dirac points.

For slightly larger energy values, the constant energy curves acquire a nontrivial distortion, the so-called trigonal
warping [271,283,323]. Although there is some tendency for the group velocity to focus on the three directions, as suggested
by Fig. 23(e), the velocity can be in any direction, depending on the boundary conditions. Fig. 23(b) provides such an example.
Note that the diagonal line patterns are not along the directions from the origin to the Dirac points.

High-energy regime (E/t ∼ 1).
In this regime, trigonal warping becomes more dominant, and the linear relation between energy and wavevector in

the vicinity of the Dirac points, originally held in the low- and intermediate-energy regimes, is now violated, as shown in
Fig. 23(f). The group velocity is proportional to the gradient∇kE, which is locally perpendicular to the constant energy curve.
From Fig. 23(f), one can see that the group velocity focuses on only three directions, i.e., those from the origin to the Dirac
points. Since the zigzag boundaries are along the horizontal direction, the phase angles associated with the directions are
0 (or π ), π/3 (4π/3), and 2π/3 (5π/3), respectively.

To understand the ‘‘sharpness’’ of the scars (as compared with those in the low- and intermediate-energy regimes),
one can consider the following situation. Assume the wavevector can take on values from a line segment [k1, k2], and let
km = (k1+k2)/2 be themean value and∆k = (k2−k1) be the difference. IfN allowedwavevectors are distributed uniformly
on the line segment, the superposition of the corresponding plane waves is∑

k

eik·x × |∆k|/N ≈
∫ k2

k1
eik·xdk = |∆k|

sin(∆k · x/2)
∆k · x/2

eikm·x,

which is in fact a propagating wave of wavevector km modulated by the sin u/u term, where u = ∆k · x/2. The modulation
factor causes the wave to focus on a narrow linear region of width λ = 4π/|∆k|, which is perpendicular to ∆k. Since
|∆k| for each constant energy line segment is of the order of π/a, λ can be as small as a few unit cells, generating highly
concentrated scars. Depending on the symmetry of the confinement, the scars can have different shapes. However, the line
segments forming these scars can only assume three directions. Fig. 23(c) shows two symmetrical closed orbits. One can see
that the line patterns are indeed quite sharp.

Effects of lattice orientation.
The E − k structure of graphene has a hexagonal symmetry for the locations of the Dirac points in the wavevector space

[c.f., Fig. 23(d)], even though the two nearby Dirac points are not equivalent. Figs. 24 and 25 show some typical scars for
the same stadium confinement with different lattice orientations, e.g., zigzag and armchair in the horizontal direction,
respectively. In the high-energy regime, the orientations of the scars are determined by trigonal warping that have only
three directions pointing from the origin to the Dirac points. As the E− k structures in Figs. 24 and 25 have a π/2 rotational
difference, the patterns of the scars in the two figures also exhibit a π/2 difference. This explains the horizontal line patterns
in Fig. 24 and the vertical line patterns in Fig. 25 in the high energy regime. The final scar formation also depends on the
confinement shape, so that its symmetry will be manifested in the scars. Due to the discrete nature of the lattice, in the
high-energy regime where the quantum wavelength is on the order of the lattice constant, the roughness at the edge needs
to be taken into account to determine the effective shape of the billiard. Furthermore, only when a closed orbit has segments
in the three allowed directions, as determined by the lattice orientation, can a scar be formed.

Recurrence of relativistic quantum scars.
As the energy or the wave number varies, scars can appear and disappear. From the semiclassical theory [324], two

successive scars associated with the same classical periodic orbit can occur when the action integral satisfies the condition
∆S = h. Since S =

∮
p · dq and p has the same direction as dq, for a given periodic orbit of length L, one has

S = |p|L = h̄|k|L.
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Fig. 24. Typical scars in the chaotic stadium graphene billiard with zigzag horizontal boundaries. A number of quantum scars for the same system as in
Fig. 23. The energy values for (a–h) are E/t = 0.25347, 0.36358, 0.57665, 0.60699, 0.81956, 0.91061, 0.97722, and 0.99198, respectively. The dashed lines
represent the corresponding classical periodic orbits.
Source: From Ref. [121] with permission.

Thus the condition in terms of k is ∆|k| = 2π/L. For a conventional semiconductor confinement, the electron energy
is E = h̄2k2/(2me). In this case,

√
E is equally spaced for scars associated with the same periodic orbit [325–327]. For a

graphene confinement, one has E = h̄vFk in the low energy regime, where vF =
√
3ta/(2h̄) is the Fermi velocity, k = |∆k|

is the magnitude of the wavevector from the Dirac points, so it is the energy E which is equally spaced for recurring scars. In
particular, the energy interval for scars concentrating on a given periodic orbit is determined by h = h̄∆|k|L = (∆E/vF )L, or
∆E = hvF/L. Series of recurring patterns were identified for the one shown in Fig. 23(b) and the one in Fig. 25(a), and their
energies are plotted in Fig. 26. In Fig. 23(b), the energy interval between consecutive scars is 0.0195t and the length of the
orbit is 275a = 67.65 nm, leading to∆E = 0.0198t . For scars similar to Fig. 25(a), the energy interval is 0.0203t , while the
length of the orbit is 263a = 64.70 nm, yielding∆E = 0.0207t , which agrees well with the numeric observations [121]. This
corroborates the linear relation between energy and wavevector, which is a unique feature of scarring in graphene systems
anddistinct from that in nonrelativistic quantumsystems. Recently, this feature of equal spacing of E in the recurring scarring
states has been verified experimentally in a mesoscopic graphene ring system [328].

Scars in the stadium shaped graphene confinement in the presence of a perpendicular magnetic field were also
investigated. As the band structure of graphene changes due to the magnetic field, the scars vary accordingly. It was found
that, for a weak field, the corresponding classical orbits of the scars are almost unchanged, but when the field is strong, the
scars are smeared out and some new orbits (both straight and curved) appear.

4.3. Chiral scars in chaotic Dirac billiards

Chiral scars in chaotic Dirac billiardswere discovered [123] in 2013, aided by the conformal-mappingmethod that enables
a large number of eigenvalues and eigenstates to be calculated accurately and efficiently. In general, relativistic quantum
scars, the eigenstates of the Dirac equation in a closed chaotic domain, can be classified into two categories, depending on
whether the corresponding classical periodic orbits have an even or an odd number of bounces off the domain boundary in
one circulation. In particular, thosewith an evennumber of bounces are ‘‘normal’’ scars as in nonrelativistic quantumsystems
in that the phase difference between the spinor after one itinerary about the orbit and its time reversed counterpart is an
integer multiple of 2π , so they are not distinguishable. However, the scars associated with an odd number of bounces gain
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Fig. 25. Quantum scars in a chaotic stadium graphene billiard with armchair horizontal boundaries. The billiard has N = 13,694 carbon atoms. The
corresponding energy values are E/t = 0.20031, 0.2599, 0.3106, 0.54954, 0.59238, 0.9168, 0.95216, and 0.99801 for (a–h), respectively.
Source: From Ref. [121] with permission.

Fig. 26. Recurrence of quantum scars in the chaotic stadium graphene billiard. For the scar shown in Fig. 23(b) and the one in Fig. 25(a), the energy values
at which they recur. The index represents relative values.
Source: From Ref. [121] with permission.

an extra phase difference of π for counterclockwise and clockwise orbits after one circulation, so the scars with different
orientations can be distinguished. These are chiral scars that absolutely have no counterparts in nonrelativistic quantum
systems. Chiral scars are thus uniquely a relativistic quantum phenomenon with its origin in the chirality of the massless
Dirac fermion.
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Table 3
Characteristics of relativistic quantum scars in a chaotic Dirac billiard.

Scar indexa L δk k0 Collected number

2 4.2425 1.4810 167.3225 104
4-I 7.5385 0.8335 219.8747 73
4-II 5.7993 1.0843 152.2197 57

3 5.3764 1.1687 217.0473 104
5-I 8.4725 0.7416 189.2712 18
5-II 9.7321 0.6456 169.0422 12

a The relativistic quantum scars are labeled as n - the period of the corre-
sponding classical periodic orbit, if no other configurations exist. For orbits
of the same period but with a different configuration, Roman numerals are
used.

Chiral scars were discovered through a class of chaotic Dirac billiards B whose boundaries are described by the following
complex function w(z) in Eq. (54). The quadratic conformal map has the advantage of amenability to analytic treatment
where, in particular, the φ integral in Eq. (60) can be found explicitly and thematrixMlml′m′ becomes nearly diagonal in l. The
conformal-mapping method can yield a large number of eigenenergy levels and the corresponding eigenstates, e.g., 15,000
eigenvalues and eigenstates at unprecedentedly high accuracy when 40,000 basis functions are employed [123].

Aided by numerical computations, the physical reasoning leading to the discovery of the chiral scars is as follows. An
examination of a large number of scars for massless Dirac fermion in the chaotic billiard revealed that certain scarring
patterns, once having appeared, tend to recur at a different energy value, as in nonrelativistic quantum systems. According
to the semiclassical theory [152], two repetitive scars associated with the same classical periodic orbit can occur when the
action difference satisfies the relation |∆S| = 2πnh̄ (n = 1, 2, . . .), where

S =
∮

p · dq = h̄kL

and L is the length of the periodic orbit. If a scar has already appeared, say, at k0, there is a high likelihood that the
eigenfunctions associated with the wave numbers kn = k0 ± nδk will scar on the same orbit, where δk = 2π/L. One
can then define the following characterizing quantity:

η(n) =
|kn − k0|
δk

−

[
|kn − k0|
δk

]
, (120)

where [x] denotes the largest integer less than x. For a nonrelativistic quantum system, the semiclassical theory stipulates
that η, by its definition, can exhibit only two distinct values: either approximately zero or about one. The calculation of the
value of η requires some parameters characterizing the underlying quantum scars. Table 3 lists some key features of the
scars for the chaotic Dirac billiard system. Using the data of the typical types of scars, i.e., scar types 2, 3, 4 and 5 in Table 3,
one can calculate the values of η(n) from Eq. (120), as shown in Fig. 27(a–l), For scar types 2 and 4, η(n) exhibits the two
‘‘normal’’ values, i.e., zero or one, as can be anticipated from the semiclassical theory. However, for scar types 3 and 5, η can
attain the additional value of 1/2, violating the conventional semiclassical prediction.

The origin of the ‘‘abnormal’’ chiral scars that do not obey the conventional semiclassical quantization rules can be
understood by considering the chirality ofmassless Dirac fermions and analyzing the associated phase changes. In particular,
for a classical periodic orbit, roughly chirality can be understood as the cumulative effect of reflections at the billiard wall.
For example, let us consider one pair of orbits that close on themselves after N bounces but with opposite orientation, as
shown schematically in Fig. 28. In terms of the plane waves, after traversing the orbit once, the accumulated phase change
due to the spin rotation at reflections isΩ = 1

2 (θN−θ0), which can be obtained by the reflection law θn+1 = π+2̃θ (s)−θn for
n = 0, 1, . . . ,N , where θ̃ (s) is the angle between the normal vector of the boundary at the reflection point and the positive
x-axis. One can then define Ω+ − Ω− as the phase difference between a pair of counterclockwise (+) and clockwise (−)
orbits. Berry and Mondragon obtained [93] the following relations:Ω+ −Ω− is equal to integer multiples of 2π for even N ,
but there will be an extra π inΩ+−Ω− for oddN . Since chirality corresponds to the situation ofΩ+−Ω− being π (modulus
2π ), where the two orbits in the pair enclose themselves with an opposite sign change, the scars with an even number of
bounces are not chiral but those with an odd number of bounces are. Chirality can thus have a remarkable effect on scarring,
leading to the value of 1/2 for η, which absolutely cannot arise in nonrelativistic quantum systems.

4.4. Fundamental mechanism of chiral scars and their control via an external magnetic flux

4.4.1. Symmetry considerations
Time-reversal (T -)symmetry, a fundamental symmetry in physical systems [154,329–331], plays a key role in chiral scars.

In general, magnetism can be used to break the T -symmetry for amicroscopic process. For example, the classical scenario for
a system to break the T -symmetry is a charged particle moving in a magnetic field, whose time-reversed orbit is no longer
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Fig. 27. Evidence of chiral scars formassless fermions in a chaotic Dirac billiard system. For a chaotic domainwhose boundary is obtained through conformal
mapping of the unit circle, (a–c) the energy levels Em versus the sequence number m for the scar types 2, 4-I, and 4-II in Table 3, respectively. (d–f) The
semiclassical quantity η [Eq. (120)] versus mwith the relevant data from panels (a–c), respectively. (g–l) Results for the scar types 3, 5-I, and 5-II.
Source: From Ref. [123] with permission.

Fig. 28. Physical origin of chiral scar for massless fermions in a chaotic Dirac billiard. Illustration of a pair of orbits with opposite orientations.

a solution of the system [295,332]. In quantum physics, T -symmetry breaking can be more subtle in that the time-reversed
state can be the same but with a different phase in the action integral, leading to remarkable physical phenomena such as
the Aharonov–Bohm (AB) effect [256,333]. Similarly, a ferromagnetic perturbation in the electromagnetic wave analog of
the Schrödinger equation breaks the T -symmetry in microwave billiards [258,334].
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Berry and Mondragon discussed the subtle T -symmetry breaking phenomenon for 2D massless Dirac particles confined
in a finite region [93]. In this case, the T -symmetry is broken naturally even without any magnetic field. The resulting
level-spacing statistics of the chaotic Dirac billiard exhibit features typical of the Gaussian unitary ensemble (GUE) statistics
(Section 3). Graphene, however, in general does preserve the T -symmetry, due to the existence of two non-equivalent Dirac
points. In particular, extensive searches of T -breaking in graphene billiards were conducted [115,118,119,282,299,316,335]
with the finding that, only under special circumstances, violation of the valley symmetry that leads to breaking of the
T -symmetry and consequently to GUE level spacing statistics, can occur [119,316].

Mathematically, T -symmetry breaking of the confined Dirac particle arises because the confinement potential is a scalar
four potential [93], so that the Hamiltonian does not commute with the time reversal operator. Consequently, the operator
generating the boundary condition imposed by the confinement potential does not commutewith the time reversal operator
either. Berry and Mondragon provided a semiclassical understanding through analyzing the phase difference between the
plane waves traveling in one direction of the periodic orbit and its time-reversed counterpart [93]. They found that, for
orbits with an even number of bounces off the domain boundary, the accumulated phase difference between the clockwise
and counterclockwise orbits is an integer multiple of 2π , which does not break the time reversal symmetry. However,
the orbits with an odd number of bounces have an additional π in the accumulated phase difference, making distinct the
counterclockwise and the clockwise motions. As a result, for those orbits, the T -symmetry is broken. The chiral property of
scars is thus closely related to the overall difference in the phase change.

The T -breaking mechanism in Dirac billiard systems had not been fully understood, especially from the microscopic and
semiclassical perspective. An alternative approach was to consider the reflections of the planar Dirac spinor wave at the
boundary interface of a straight potential jump. It was noted [137] that there can be a non-vanishing probability current
density along the boundary even when the scalar four-potential energy tends to infinity. Furthermore, the current flow
is orientated (i.e., fixed with respect to a reference direction), which is independent of the incident angle, even though the
magnitude of the currentwill be affected. Thus the time-reversed orbit of the planar spinorwavewill result in an asymmetric
current at the boundary, which breaks the T -symmetry in accordance with the non-commutable relation between the T -
operator and the boundary condition [93].

Since the spin operator is proportional to the current operator, spin polarization at the boundary is also fixed and
independent of the incident angle. The wave at the boundary is in fact an eigenfunction of the spin operator Ŝy with the
eigenvalue of h̄/2, regardless of the incident angle. That is, regardless of whether the incident wave is coming upward or
downward, the spin always points up (or counterclockwise), indicating chirality. As a result, a time-reversed wave will not
result in a time-reversed spin polarization at the boundary, leading to T -breaking.

4.4.2. Time-reversal symmetry breaking and chiral scars
To understand the physical origin of chiral scars and the role played by T -symmetry breaking, the idea of studying chaotic

Dirac billiard systems in the presence of an external magnetic flux, i.e., AB billiard, was articulated [124]. A magnetic flux
can induce phase changes for the spinor [93] which, under the right conditions, can compensate the subtle π phase change
associated with chiral scars. It is also possible to ‘‘control’’ the chirality in the sense that, by tuning the magnetic flux, a
chiral scar can become non-chiral, and vice versa. In fact, an exact semiclassical formula can be worked out for the phase
accumulation [124].

A chaotic Dirac AB billiard with a vanishing inner radius [137] represents a relatively simple setting that retains the
essential physics pertinent to chiral scars [124]. Because of the vanishing region in which a magnetic field is present, the
classical orbit for a chiral scar is not disturbed but the magnetic flux can still induce an additional phase to the quantum
spinor. In an experimental setup, the inner radius is necessarily finite. However, insofar as the region through which the
magnetic flux passes does not intersectwith the scar orbit, the perturbative effect of the field on the scarred orbit is negligible.

The origin of the π phase change associated with chiral scars can be attributed to the boundary–spin interaction of the
spinor plane waves. At each collision, the phase difference between the counterclockwise reflection and its time reversed
counterpart has an additional π contribution, leading to spin polarization at the boundary. As a result, for a scar on an orbit
with an even number of reflections, the spin–boundary interaction contributes an integer multiple of 2π . In this case, the
T -symmetry is preserved for the complete orbit. However, for the scars with an odd number of reflections, the boundary
phases contribute an additional π (modulus 2π ), leading to T -symmetry breaking.

Current analysis of scars. It is convenient to study the local current flows to investigate the phase of the scarred eigenstates.
The current operator is [93]

ĵ = ∇pĤ = cσ̂, (121)

and the local current for state Ψ can be defined as the expectation value of ĵ:

j ≡ c(ψ∗1 , ψ
∗

2 )σ̂
(
ψ1
ψ2

)
= 2c[Re(ψ∗1ψ2), Im(ψ∗1ψ2)]. (122)

A systematic investigation [124] of the local current flow for scarred states indicated that the currents have a definitive
orientation, either clockwise or counterclockwise, as shown in Fig. 29(a) and (d) for a period-3 and a period-4 orbit,
respectively. The relation between η and the scar orientation defined by its current flow can also be analyzed. For example,
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Fig. 29. Directions of currents associated with scars in an AB chaotic Dirac billiard. Scarring currents (a,d) and the corresponding η values for α = 0 (b,e)
and α = 1/4 (c,f). The first row is for a period-3 scar, and the second row is for a period-4-II scar. The orange up-triangles and blue down-triangles are for
scars with a counterclockwise and a clockwise flow, respectively, and the gray squares are for scars whose current orientation cannot be distinguished. The
reference state is chosen (arbitrarily) from the scars with a clockwise flow. A singular magnetic flux passes through the central region of the domain that
does not intersect with the scarred orbits, as marked by the orange dot in (a) and (d).
Source: From Ref. [124] with permission.

in Fig. 29, the scarred states with counterclockwise and clockwise flows are marked as orange up triangles and blue down
triangles, respectively. For scars with an even number of bounces, the value of η is zero or one, regardless of relative current
orientation, as shown in Fig. 29(e). For an orbit with an odd number of bounces, when the scarred state and the reference
scar have the same current orientation, one has η = 0 or 1. However, if the scarred states have opposite current orientations,
one has η = 1/2, as shown in Fig. 29(b), indicating T -symmetry breaking from the semiclassical point of view. This current
orientation analysis confirms that η = 1/2 is a result of the π phase difference of the opposite current orientation of scars
with an odd number of bounces.

Physics of local reflection. The simple model of plane wave reflecting from a straight potential [93,137], as shown in Fig. 30,
can be used to understand the reflection of a Dirac spinor at a boundary point. The fact that there is a π phase difference
between the phase change at reflection and its time reversed counterpart can be exploited to understand the difference in
the global phase changes associated with orbits with an even and an odd number of bounces [93]. The analytic results are
listed below [Eqs. (123)–(129)]. The wave (incident plus reflected) in the free region (region I, V = 0) can be written as

Ψ I
=

1
√
2

[⎛⎜⎝exp{−
1
2
iθ0}

exp{
1
2
iθ0}

⎞⎟⎠ exp{ik0 · r} + R

⎛⎜⎝exp{−
1
2
iθ1}

exp{
1
2
iθ1}

⎞⎟⎠ exp{ik1 · r}

]
, (123)

and the transmitted wave in the potential region (region II) is

Ψ II
=

T
√
2

(
−iχ1
χ2

)
e−qxeiKy, (124)

where the origin is at the boundary, R, T are the reflection and transmission coefficients, respectively, the incident and
reflected wave vectors are

k0 = (k cos θ0, k sin θ0) and

k1 = (k cos θ1, k sin θ1),

respectively. Other quantities are

K = k sin θ0,

q =

√
V 2 − E2

h̄2c2
+ K 2,
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Fig. 30. Setting of a simple spinor reflection/transmission model. (a) A local reflection and (b) its time reversed counterpart. Shown are incident and
reflected plane waves (black), and the spin (vertical red arrow at the boundary) corresponding to the superposition of waves.
Source: From Ref. [124] with permission.

E = h̄ck,

χ1 =

√
(V + E)(q− K )

Vq− EK
, and

χ2 =

√
(V − E)(q+ K )

Vq− EK
.

Matching the two waves at x = 0 and using the convention of specularity to relate the incident and reflected directions [93]

θ1 = π + 2̃θ (s)− θ0, (125)

where θ̃ (s) is the angle between the normal vector of the boundary and the positive x-axis, which is zero for the case treated
here, one obtains

R =
iλ− eiθ0

i− λeiθ0
= ei(2γ+θ0−

π
2 ), (126)

where the parameters γ and λ are defined through

tan γ =
χ1 − χ2 sin θ0
χ2 cos θ0

=
1− λ sin θ0
λ cos θ0

,

λ =
χ2

χ1
=

√
(V − E)(q+ K )
(V + E)(q− K )

=
V − E

h̄c(q− K )
=

h̄c(q+ K )
V + E

. (128)

The transmission coefficient is given by

T =
2 cos γ
χ2

ei(γ+
θ0
2 ). (129)

The convention in Eq. (125) implies the change from θ0 to θ1 when the angle is rotated counterclockwisely, as shown in
Fig. 30. If the change in the angle is due to the clockwise rotation, there will be an additional 2π at the right side of Eq. (125),
and an additional phase π in the plane wave in the second term of Eq. (123) because of the prefactor 1/2. However, the end
results are unchanged. Another feature of the refection coefficient R is R(θ0) = R(−θ0), i.e., the coefficient has the same value
for forward or backward incidence. For a finite value of V and V > E, R is not a constant but depends on the position and
angle of incidence. As the value of V becomes large, the value of R tends to one. Analysis can be simplified (but without loss
of essential physics) by assuming E > 0, V →∞, and R = 1.

Spin orientation. The spinor wavefunction at the boundary in Fig. 30(a) is

Ψ I
=

⎛⎜⎝exp{−
1
2
iθ0} + exp{−

1
2
iθ1}

exp{
1
2
iθ0} + exp{

1
2
iθ1}

⎞⎟⎠ =
⎛⎜⎝exp{−

1
2
iθ0} − i exp{

1
2
iθ0}

exp{
1
2
iθ0} + i exp{−

1
2
iθ0}

⎞⎟⎠ .
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In Fig. 30(b), the wavefunction is

Ψ I
=

⎛⎜⎝exp{−
1
2
iθ ′0} + exp{−

1
2
iθ ′1}

exp{
1
2
iθ ′0} + exp{

1
2
iθ ′1}

⎞⎟⎠ =
⎛⎜⎝exp{−

1
2
iθ ′0} − i exp{

1
2
iθ ′0}

exp{
1
2
iθ ′0} + i exp{−

1
2
iθ ′0}

⎞⎟⎠ .
The spin operator in the y-direction is Ŝy = (h̄/2)σ̂y. Both Ψ Is in Figs. 30(a) and 30(b) are eigenfunctions of Ŝy and share the
same eigenvalue h̄/2:

ŜyΨ I
=

h̄
2
Ψ I. (130)

Physically, this means that the two opposite incident directions have the same spin orientation at the boundary - a
remarkable feature of the Dirac spinor! The spin thus points to the counterclockwise direction regardless of the incident
angle, which is stipulated by the boundary condition as well. This indicates that, at each local collision, the T -symmetry
is broken due to the interaction between spin and the infinite mass boundary. (Note that, while in the configuration space
the probability density currents on the boundary have the same orientation for the two opposite incident directions, the
magnitudes are typically different [137].)

Additional π phase for reversed reflection. It is now feasible to analyze the phase change of the spinor wavefunction during
one reflection for V →+∞ and R = 1. Let the incident and reflected angles be θ0 and θ1, respectively, as shown in Fig. 30(a).
The two angles are related by Eq. (125). From Eq. (123), the phase difference between the two directions becomes

δ+ =
1
2
(θ1 − θ0) =

1
2
[π + 2̃θ (s)− 2θ0], (131)

For the reversed reflection direction, the incident and reflected angles are labeled as θ ′0 and θ
′

1, where θ ′0 = −θ0+ 2̃θ (s)+2nπ
and n is an integer, as shown in Fig. 30(b). The phase difference between the two directions is

δ− =
1
2
(θ ′1 − θ

′

0) =
1
2
[π + 2̃θ (s)− 2θ ′0] = −δ+ + π − 2nπ, (132)

Note that θ̃ (s) = 0 and the additional 2nπ factor has no observable effect, which can then be ignored. Each collision comes
with a minus sign in the phase change of a pair of two opposite incident directions and there is an additional phase π . The
minus sign is important that the difference in the phase change for each collision becomes

δ+ − δ− = 2δ+ − π + 2nπ. (133)

Global phase change. The global phase changes can be obtained through the local phase change gained at each reflection.
For a closed orbit with the initial incident angle θ0 from Eq. (131), the closure condition means θN − θ0 = 2mπ , where m is
an integer that can be determined from Eq. (131). The whole phase change is

∆+ =
1
2
(θN − θ0) = mπ. (134)

If the initial direction of the same orbit is reversed, according to Eq. (132), the global phase change is given by

∆− =
1
2
(θ ′N − θ

′

0) = −∆+ + Nπ, (135)

where N is the total number of reflections along the orbit. The total phase difference between the two reversed orbits due
to the boundary reflections is then

∆+ −∆− = 2mπ − Nπ, (136)

which agrees with Eq. (133). For an odd number of bouncesN , there will be a π difference in the phase between the reversed
orbits caused by boundary, while for an even number of bounces, there is no nontrivial phase difference. This is in agreement
with the analysis of Berry and Mondragon [93].

4.4.3. Change in scar chirality due to a magnetic flux
The nontrivial phase change acquired through the boundary reflections can be compensated for by amagnetic flux [124].

In particular, let the magnetic flux be α (in units of magnetic flux quanta Φ0 ≡ h/e) and the winding number be W for a
certain orbit around this flux. The phase gain due to the magnetic flux is 2πWα. For a time reversed orbit, W changes sign,
so the phase difference between these two orbits with opposite orientations becomes 4πWα. For W = 1, if α = 1/4, the
magnetic flux will introduce a π phase difference. This phase will be added to the phase acquired through boundary–spin
interaction. As a result, for an odd orbit scar, the total phase difference becomes 0 modulus 2π , and they will lose the chiral
character. For even orbit scars, the total phase will be π (modulus 2π ), and they will become chiral. As shown in Fig. 29,
when there is no magnetic flux, i.e., α = 0, η attains the value of 0.5 for the period-3 chiral scar. However, for α = 1/4, η no
longer possesses any value near 0.5, indicating preservation of the time reversal symmetry. In contrast, for the period-4 scar,
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Fig. 31. Directions of currents associated with period-5 scars in the AB chaotic Dirac billiard. The same plots as in Fig. 29 except that the first and second
rows are for the period-5-I and period-5-II scars listed in Table 3, respectively.
Source: From Ref. [124] with permission.

the value of η is zero or one for α = 0, but the value 0.5 emerges for α = 1/4, further indicating the equivalence between
the boundary–spin interaction induced phase and that due to a magnetic flux.

Note that, for non-chiral scars, the two flow orientations are mixed, i.e., they can all take on values of zero or one for η.
While for scars with a chiral nature, e.g., the period-3 scars at α = 0 and the period-4 scars for α = 1/4, the scars with
different orientations can be distinguished. For one set of the scars, η can have the value of 0.5, while for the other set, the
value of η is either zero or one.

Fig. 31 presents the same results as in Fig. 29 but for two period-5 scars. Surprisingly, the value of η for α = 0 andα = 1/4
appear the same. A more detailed examination [124] revealed that, for the period-5-I orbit, the flux has no effect because it
is outside of and not circulated by the orbit, thusW = 0. However, the period-5-II orbit circulates the flux twice, i.e.,W = 2.
As a result, for α = 1/4, the phase difference between the counterclockwise and clockwise orbits is 4πWα = 2π . This does
not change the chirality of the scar.

4.4.4. Semiclassical formula of chiral scars
Phenomenologically, as the phase caused by the boundary–spin interaction is equivalent to that due to a magnetic flux,

it can be included in the semiclassical formulas for the phase shift [2,326,327,336]:

∆Φ =
1
h̄
S −

σπ

2
+ 2πβ,

where the action is [256]

S =
∮

p · dq = h̄
∮

k · dq+ e
∮

A · dq = k · L+ 2πWα.

One thus has

∆Φ = k · L+ 2πWα −
σπ

2
+ 2πβ, (137)

where σ is the Maslov index that is the number of conjugate points along the orbit and is canonically invariant [337]. For
the heart-shaped chaotic billiard, the value of σ is nothing but the number of reflections along a complete orbit [338]. The
infinitemass (or hardwall) reflection only contributes a phase in the spin term, thus has no contribution to theMaslov index.
The quantity 2πβ is the phase accumulation of spin reflections at the boundary, whose value depends on the particular orbit
and current orientation [Eq. (134)]. Note that, because of the chiral effect caused by the spin–boundary interaction, there is
a π difference in the term 2πβ between the reversed odd orbits. For semiclassically allowed orbits, the phase accumulation
around one cycle should be an integer multiple of 2π , i.e.,∆Φ = 2πn (n = 1, 2, . . .) so as to ensure that the wavefunction



54 L. Huang et al. / Physics Reports 753 (2018) 1–128

Table 4
Representative values of parameters in the semiclassical analysis of chiral
scars.

Orbits 2 3 4-I 4-II 5-I 5-II

σ 2 3 4 4 5 5

β 1/2 1/2 (+) 1 1/2 1 (+) 1 (+)
0 (-) 1/2 (-) 1/2 (-)

Γ 0, 1 1/4 (+) 0, 1 1/2 (+) 1/4 (+) 1/4 (+)
3/4 (-) 1/2 (-) 3/4 (-) 3/4 (-)

The values of σ ,β andΓ are for different orbits (Fig. 32), where (+,−) denote
the counterclockwise and clockwise orientation, respectively.

Fig. 32. Values of Γ for different scars. The values of Γ for scars of (a) period-3, (c) period-4-II, (e) period-5-I, (g) period-5-II, (i) period-2, and (k) period-
4-I. Orange up-triangles and blue down-triangles represent scars with counterclockwise and clockwise current orientations, respectively. Gray squares
correspond to scars without any apparent current orientation. The horizontal solid lines represent the semiclassical predictions from Table 4.
Source: From Ref. [124] with permission.

is single-valued. One thus has

k =
2π
L

(n−Wα +
σ

4
− β). (138)

For zeromagnetic flux (α = 0), one can define [124]Γ = mod(kL/2π, 1) = mod(σ/4−β, 1), which relates the semiclassical
Maslov index σ and the quantity β from relativistic quantum mechanics. The values of the parameters σ , β and Γ [via
mod(σ/4−β, 1)] are listed in Table 4 for different orbits. Alternatively, the values of Γ can be obtained numerically through
mod[kL/(2π ), 1] from the eigen wavevectors of the corresponding scars. The results are shown in Fig. 32. The numerical
values of Γ agree well with those from the semiclassical theory.

4.4.5. Control of chirality of scars via an external magnetic flux
The analysis of the physical mechanism of chiral scars in the AB chaotic Dirac billiard suggests that the chirality of a scar

can be controlled by tuning the external magnetic flux. The starting point of the analysis is the difference in the wavevectors
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Fig. 33. Control of chirality of scars through an external magnetic flux. Shown are the relations between wavevector k and magnetic flux α, for (a) the
period-3 scar in Fig. 29(a), and (b) the period-4-II scar in Fig. 29(d). The orange up-triangles indicate scars with a counterclockwise flow (W = 1), and the
blue down-triangles are those with a clockwise flow (W = −1). The gray squares mark the scars whose flow orientations cannot be identified. The solid
lines are theoretical predictions of Eq. (140). The step in the variation of α is 0.01.
Source: From Ref. [124] with permission.

of reversed scars of the same type:

∆k =
{
2π (∆n− 2Wα)/L even bounces,
2π (∆n− 2Wα +∆β)/L odd bounces. (139)

where n is an integer and ∆β = 1/2 for orbits with an odd number of bounces. Whenever the condition |2Wα| = 1/2 is
met for an orbit, the corresponding scars will switch from being chiral to non-chiral, as demonstrated in Fig. 29.

According to Eq. (138), for a scar with wavevector k0 for α = 0, as the magnetic flux α is increased, the same scar will
appear for the wavevector value

k = k0 −Wα
2π
L
, (140)

as β depends only on the orbit and is fixed to a particular value for a given orbit. The scarring pattern is periodic as the
magnetic flux varies from zero to one. In particular, as the magnetic flux is systematically varied, one can identify the
scar on the same orbit in a certain wavevector (energy) range and specify their flow orientation [124]. Fig. 33 shows the
corresponding wavevector and magnetic flux for the period-3 and period-4-II scars [in Fig. 29(a) and (d), respectively]. The
solid lines are fromEq. (140),which holds for periodic orbitswith either an odd or an even number of bounces. The difference,
however, comes from the initial k0 value. From Fig. 33, it can be seen that, for the scars on any orbit, there are actually two
sets: one with counterclockwise flow (W = 1) for which k decreases linearly with increasing α, and another with clockwise
flow (W = −1) for which k increases with increasing α. For each set, if one fixes the magnetic flux and examines the
eigenstates, the scar repeats itself for ∆k ≈ 2π/L. If there is no magnetic flux, the two sets of odd periodic scars intersect
each other, leading to∆k = π/L if the flow orientation is not distinguished. But if one regards the two sets as different scars,
for each set the relation∆k = 2π/L is recovered. For scars of even period, the two sets appear parallel to each other, i.e., they
may appear for the same set of k0 values with 2π/L intervals, although for each value of k0, typically only one scar can be
found.

The wavevector k for the scar decreases (increases) as α increases for W = 1 (W = −1). The two lines must cross
each other at certain points. For the period-3 scar, the cross points are α = 0.25 (corresponding to a π phase difference)
and α = 0.75. At the cross point, for some scars, it is difficult to identify the flow orientation. For the period-4-II scar, the
cross points are at α = 0 and α = 0.5. For the period-3 scar, if α is shifted by 0.25, then the k-α relation will be similar
to that for the period-4-II scar. That is, the behaviors of the period-3 scars for α = 0.25 are similar to those of the period-
4-II scars for α = 0, and vice versa. A proper change in the external magnetic flux (α = 0.25) is thus able to switch the
period-3 and period-4-II scar from being chiral to being non-chiral, and vice versa. This further elucidates the effect of the
boundary induced phase β: with reference to the period-4-II scar, β shifts the overall pattern of the period-3 scar leftwards
from α = 1/4 to α = 0, with all other features remaining the same except that k0 and L take on different values. Similar
behaviors were observed for scars of other periods and also for scars from a different system — the chaotic Africa Dirac AB
billiard [124].

4.5. Effects of symmetry operations on chiral scars

Symmetries and the spin characteristics are intimately related to each other, and play a pivotal role in the physical
properties of quantum scars. For Dirac fermions, the following three types of symmetry (and their combinations) are
fundamental: negative energy, negative potential and mirror symmetry.



56 L. Huang et al. / Physics Reports 753 (2018) 1–128

4.5.1. Negative energy (−E) and positive potential (V ) with V > E > 0
Consider the action of the antiunitary operator Â = σ̂xK̂ on Ĥ

Ĥ ′ = ÂĤÂ−1 = −Ĥ. (141)

If Ψ is an eigenstate (especially a scarred state) of Ĥ , it can be transformed to

Ψ ′ = Â
(
ψ1
ψ2

)
=

(
ψ∗2
ψ∗1

)
,

which is also an eigenstate of Ĥ with energy −E [93]. For the states corresponding to E and −E with the same potential V ,
the probability density distributions are identical: ρ = ψ∗1ψ1 + ψ

∗

2ψ2. The in-plane probability density current is given by

j = c⟨σ̂⟩ = 2c[Re(ψ∗1 (r)ψ2(r)), Im(ψ∗1 (r)ψ2(r))].

It can be seen that the probability density current and the in-plane spin characteristics for negative energy−E are the same
as that for E [Eq. (122)]. As a result, ifΨ is a scarred state, the scarring currents associatedwith the E and−E stateswill be the
same. Especially, according to Eq. (130), the condition ŜyΨ = (h̄/2)Ψ at the boundary (V → ∞) leads to ŜyΨ ′ = (h̄/2)Ψ ′.
Further, the local expectation value of σ̂z can be obtained. For the positive energy (E) case, one has

⟨σ̂z⟩ = Ψ
†σ̂zΨ = ψ

∗

1ψ1 − ψ
∗

2ψ2. (142)

The corresponding expression for the negative energy (−E) case is

⟨σ̂z⟩ = Ψ
′†σ̂zΨ

′
= ψ∗2ψ2 − ψ

∗

1ψ1. (143)

The values of ⟨σ̂z⟩ have opposite signs for the E and −E cases. For E > 0, one can get an explicit expression of the local
average of ⟨σ̂z⟩ at the boundary interface with potential V through Eqs. (124) and (129) as

⟨σ̂z⟩ = (Ψ II)†σ̂zΨ II
= 4cos2γ

Eq− VK
(V − E)(q+ K )

. (144)

It can be proven [124] that ⟨σ̂z⟩ ≥ 0. Especially, for V → +∞, one has ⟨σ̂z⟩ = 0. The counterpart expressions for E < 0 are
⟨σ̂z⟩ ≤ 0 and ⟨σ̂z⟩ = 0 for V →+∞.

It is insightful to investigate the spin characteristics at the boundary and to compare the accumulated phase difference of
the scarred orbits with respect to the positive and negative energies by employing the plane wavemodel [Eqs. (123)–(126)].
For a free particle, the helicity is given by σ · p/|p| = 1 and σ · p/|p| = −1, respectively, for the E and −E states, which
indicates that, although the current orientation is the same for the E and−E states, the momentum of the free particle is in
the reversed current direction for the−E state. The wavefunction in the free region for a negative energy state is

Ψ I
=

1
√
2

[⎛⎜⎝exp{−
1
2
i(θ0)}

exp{
1
2
i(θ0)}

⎞⎟⎠ exp{−ik0 · r} + R

⎛⎜⎝exp{−
1
2
i(θ1)}

exp{
1
2
i(θ1)}

⎞⎟⎠ exp{−ik1 · r}

]
, (145)

as illustrated in Fig. 34(a), where θ0 and θ1 are the spin directions of the free particle, and θ0 + π and θ1 + π are the
corresponding wavevector directions. The transmitted wave in the potential region is

Ψ II
=

T
√
2

(
−iχ1
χ2

)
e−qxeiKy, (146)

where the wavevectors are

− k0 = (−k cos θ0,−k sin θ0) and
− k1 = (−k cos θ1,−k sin θ1).

Other quantities are

K = −k sin θ0,

q =

√
V 2 − E2

h̄2c2
+ K 2,

E = h̄ck,

χ1 =

√
(V − E)(q− K )

Vq+ EK
, and

χ2 =

√
(V + E)(q+ K )

Vq+ EK
.
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Fig. 34. Spin characteristics for positive and negative energies. Incident and reflected plane waves (black arrow) and the spin (red vertical arrow)
corresponding to the superposition of waves at the boundary: (a)−E, V , and V →+∞, (b) E,−V , and V →+∞, and (c)−E,−V , and V →+∞.
Source: From Ref. [124] with permission.

Using the convention Eq. (125) and matching the wavefunctions Ψ I and Ψ II at the boundary lead to the formulas for R and
T . Especially, in the V → +∞ limit, one has R = 1. With these results, the spin orientation at the boundary can be verified
using Eq. (125) with R = 1:

ŜyΨ I
=

h̄
2
Ψ I. (147)

Thus the spin points to the positive y-axis direction at the boundary for the negative energy state for V →∞. Further, the
phase change associated with a scarred state with counterclockwise current is

∆+ =
1
2
(θN − θ0) = mπ, (148)

where m is an integer. Comparing Eq. (148) with Eq. (134), one can see that the accumulated phase of the two orbits with
the same current orientation for the E and−E states are identical. For the reversed orbit with a clockwise flow, the incident
and reflected angles are defined as θ ′0 and θ

′

1, which are the same as those defined in Fig. 30. Using Eqs. (131) and (132), one
obtains the phase change

∆− =
1
2
(θ ′n − θ

′

0) = −mπ + Nπ, (149)

where N is the number of reflections along the orbit. This is the same as Eq. (135), so the accumulated phase difference
between the reversed orbits caused by the boundary for the−E state is

∆+ −∆− = 2mπ − Nπ. (150)

For an orbit with an odd number of bounces, there is an additional π difference between the counterclockwise state and the
clockwise state, so chiral scars can still emerge.

4.5.2. Positive energy (E), negative potential (−V) and V > E > 0
The time reversal operator is given by T̂ = iσ̂yK̂ . Under the action of T̂ , Ĥ is transformed to

Ĥ ′ = T̂ ĤT̂ −1 = cσ̂ · p̂− V (r)σ̂z, (151)

and the eigenstate Ψ of Ĥ is transformed to

Ψ ′ = T̂
(
ψ1
ψ2

)
=

(
ψ∗2
−ψ∗1

)
, (152)
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where Ĥ ′Ψ ′ = EΨ ′. The probability distribution is thus the same for Ψ and Ψ ′: ρ = ψ∗1ψ1 + ψ
∗

2ψ2, while the current
orientations are opposite:

j ′ = −2c[Re(ψ∗1 (r)ψ2(r)), Im(ψ∗1 (r)ψ2(r))] = −j. (153)

The local expectation value of ⟨σ̂z⟩ is

⟨σ̂z⟩ = Ψ
′†σ̂zΨ

′
= ψ∗2ψ2 − ψ

∗

1ψ1, (154)

which is the same as that for the (−E, V ) case [Eq. (143)] and opposite to the (E, V ) case [Eq. (142)].
The spin orientation at the boundary in the plane-wave framework can now be examined, enabling the accumulated

phase along the periodic orbit in the negative potential billiard to be calculated. The spinor wavefunction in the potential-
free region is

Ψ I
=

1
√
2

[⎛⎜⎝exp{−
1
2
i(θ ′0)}

exp{
1
2
i(θ ′0)}

⎞⎟⎠ exp{−ik1 · r} + R

⎛⎜⎝exp{−
1
2
i(θ ′1)}

exp{
1
2
i(θ ′1)}

⎞⎟⎠ exp{−ik0 · r}

]
, (155)

as illustrated in Fig. 34(b). The transmitted wave in the potential region has the form

Ψ II
=

T
√
2

(
iχ1
χ2

)
e−qxeiKy, (156)

where the incident and reflected wavevectors are

− k1 = (k cos θ ′0, k sin θ
′

0) and
− k0 = (k cos θ ′1, k sin θ

′

1),

respectively. Other parameters are

K = k sin θ ′0,

q =

√
V 2 − E2

h̄2c2
+ K 2,

χ1 =

√
(V − E)(q− K )

Vq+ EK
, and

χ2 =

√
(V + E)(q+ K )

Vq+ EK
.

Matching the waves at the boundary and using the specularity Eq. (125) lead to formulas for the reflection and transmission
coefficients. In particular, for V → −∞, one has R = −1. Since a π phase in the reflection wave can reverse the spin
orientation, at the boundary it is still an eigenfunction of Ŝy but with the eigenvalue−h̄/2, i.e.,

ŜyΨ = −
h̄
2
Ψ ,

regardless of the incident angle. FromEq. (135), one gets thewhole phase change caused by the boundary along the clockwise
orientation as

∆− =
1
2
(θ ′n − θ

′

0)− Nπ = −mπ, (157)

whereas the phase change along the counterclockwise direction is

∆+ =
1
2
(θN − θ0)− Nπ = mπ − Nπ. (158)

Because of the identity ∆+ − ∆− = 2mπ − Nπ , the chirality of the orbits with an odd number of bounces still exists
in the negative potential case. In addition, a comparison between Eqs. (134) and (157) indicates that the difference in the
accumulated phase of the two orbits with opposite current orientation corresponding to (E, V ) and (E, −V ) is an integer
multiple of 2π .

4.5.3. Negative energy (−E), negative potential (−V) and V > E > 0
Applying the unitary operator Û = iσ̂yσ̂x, which is a combination of two antiunitary operators σ̂xK̂ and iσ̂yK̂ , to the

Hamiltonian, one gets

Ĥ ′′ = ÂĤÂ−1 = −(cσ̂ · p̂− V σ̂z), (159)
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and the eigenstate Ψ of Ĥ is changed to

Ψ ′ = Û
(
ψ1
ψ2

)
=

(
ψ1
−ψ2

)
. (160)

Thus, Ψ ′ is the eigenstate of Ĥ ′ = cσ̂ · p̂− V σ̂z associated with negative energy−E. The probability is still the same as that
for the (E, V ) case, i.e., ρ = ψ∗1ψ1 + ψ

∗

2ψ2, while the current orientation is reversed:

j ′ = −2c[Re(ψ∗1 (r)ψ2(r)), Im(ψ∗1 (r)ψ2(r))] = −j. (161)

The local expectation value of σ̂z is

⟨σ̂z⟩ = Ψ
′†σ̂zΨ

′
= ψ∗1ψ1 − ψ

∗

2ψ2, (162)

which indicates that ⟨σ̂z⟩ is the same as that for the (E, V ) case.
The spin characteristics at the boundary can be confirmed and the global phase change of spin along a complete periodic

orbit can be calculated through the plane wave model with the wave in the free area written as

Ψ I
=

1
√
2

[⎛⎜⎝exp{−
1
2
i(θ ′0)}

exp{
1
2
i(θ ′0)}

⎞⎟⎠ exp{ik1 · r} + R

⎛⎜⎝exp{−
1
2
i(θ ′1)}

exp{
1
2
i(θ ′1)}

⎞⎟⎠ exp{ik0 · r}

]
. (163)

A schematic diagram is shown in Fig. 34(c). The transmitted wave in the potential region has the form

Ψ II
=

T
√
2

(
iχ1
χ2

)
e−qxeiKy, (164)

where the wavevectors are

k0 = (−k cos θ ′0,−k sin θ
′

0) and
k1 = (−k cos θ ′1,−k sin θ

′

1).

Other parameters are

K = −k sin θ ′0, (165)

q =

√
V 2 − E2

h̄2c2
+ K 2,

χ1 =

√
(V + E)(q− K )

Vq− EK
, and

χ2 =

√
(V − E)(q+ K )

Vq− EK
.

Matching the wavefunctions at the boundary and using the specularity Eq. (125) lead to R = −1 for V → ∞. The whole
phase change caused by the boundary in the clockwise direction is

∆− =
1
2
(θ ′N − θ

′

0)− Nπ = −mπ, (166)

which is the same as Eq. (157) for the (E,−V ) case. The accumulated phase along the counterclockwise direction is

∆+ =
1
2
(θN − θ0)− Nπ = mπ − Nπ, (167)

which is identical to Eq. (158). Orbits with an odd number of bounces can still be chiral for the (−E, −V ) case. Comparing
Eq. (166) with Eq. (134), one can see that the difference in the accumulated phase of the two orbits with the opposite current
orientation for the (−E,−V ) and (E, V ) cases is still an integer multiple of 2π .

4.5.4. Mirror reflection symmetry
Under mirror reflection with respect to y-axis, the potential V (x, y) changes to V (−x, y) (under the action of antiunitary

operator Â = R̂xK̂ ), i.e.,

Ĥ ′ = ÂĤÂ−1 = cσ̂ · p̂+ V (−x, y)σ̂z, (168)

as illustrated in Fig. 35. The eigenstate Ψ of Ĥ is transformed to

Ψ ′ = R̂xK̂
(
ψ1(x, y)
ψ2(x, y)

)
=

(
ψ∗1 (−x, y)
ψ∗2 (−x, y)

)
, (169)
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Fig. 35. A scarred orbit in the chaotic AB Africa Dirac billiard under mirror reflection. Africa-shape billiard with a counterclockwise flow: (a) the original
scarred orbit, (b) the state under mirror reflection Â = R̂xK̂ .
Source: From Ref. [124] with permission.

where Ĥ ′Ψ ′ = EΨ ′. The probability distribution is

ρ = ψ∗1 (−x, y)ψ1(−x, y)+ ψ∗2 (−x, y)ψ2(−x, y),

which is symmetric about the y axis. The local current is

j ′ = 2c
[
Re
(
ψ1(−x, y)ψ∗2 (−x, y)

)
, Im

(
ψ1(−x, y)ψ∗2 (−x, y)

)]
= 2c

[
Re
(
ψ∗1 (−x, y)ψ2(−x, y)

)
,−Im

(
ψ∗1 (−x, y)ψ2(−x, y)

)]
. (170)

Thus one has j′x(x, y) = jx(−x, y), and j′y(x, y) = −jy(−x, y). This is quite surprising because, although the system is under
the mirror reflection with respect to the y-axis, the current behaves as if it were under a parity operation with respect to
the x-axis. This indicates that the currents associated with the scarred states with the same energy are in the same winding
orientation, as shown in Fig. 35. The accumulated phase difference about a complete periodic orbit of the two systems with
the same winding direction can be obtained, as follows. First, for odd orbits of the system with Hamiltonian Ĥ as shown in
Fig. 35(a), the accumulated phase is [93]

∆o =
1
2
(θN − θ0) =

1
2

(
π − 2θ0 + 2

( M∑
j=1

θ̃2j−1 −

M−1∑
j=1

θ̃2j

))
, (171)

where M = (N + 1)/2. While for the system Ĥ ′ as illustrated in Fig. 35(b), the accumulated phase along the complete orbit
is

∆′o =
1
2
(θ ′N − θ

′

0) =
1
2

(
−π + 2θ0 − 2

( M∑
j=1

θ̃2j−1 −

M−1∑
j=1

θ̃2j

)
+ 4mπ

)
, (172)

where the angle relations θ ′0 = −θ0 and θ̃2j−1 = π − θ̃2(M−j+1)−1 + 2nπ have been used. Closure means ∆o = Kπ (K is
integer). As a result, one obtains the accumulated phase difference between these two orbits as

∆o −∆
′

o = 2Kπ − 2mπ, (173)

which is integer multiples of 2π . For the orbits with an even number of bounces, the accumulated phase for the systemwith
the Hamiltonian Ĥ is

∆e =
1
2
(θN − θ0) =

( M∑
j=1

θ̃2j − θ̃2j−1

)
, (174)

whereM = N/2. While for the system Ĥ ′, the relation θ̃2j−1 = −θ̃2(M−j+1) + π + 2nπ leads to

∆′e =
1
2
(θ ′N − θ

′

0) =
( M∑

j=1

θ̃2j − θ̃2j−1 + 2m′π
)
. (175)

The accumulated phase difference is still an integermultiple of 2π . However, if the current in Fig. 35(b) flows in the opposite
direction as that in Fig. 35(a) and it is associatedwith a scar with an odd number of bounces, an additionalπ phase difference
will arise in comparison with the scarred state in Fig. 35(a). While for orbits with an even number of bounces, this π phase
difference does not appear.
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Fig. 36. Effects of parity operation on chiral scars. For the chaotic heart-shaped billiard [(a,b)] and Africa billiard [(c,d)] with certain flow orientation, (a)
and (c): Scarring orbit of the original billiard at (E, V (x, y)). (b) and (d): Scarring orbit under the parity transformation (P̂ = R̂yσ̂x) at (E,−V (x,−y)).
Source: From Ref. [124] with permission.

4.5.5. Parity operation
The mirror symmetry reflection in Section 4.5.4 can be further clarified by considering the parity operator with respect

to the x axis: P̂ = R̂yσ̂x. Under its action, the Hamiltonian Ĥ is transformed to

Ĥ ′ = P̂ĤP̂−1 = cσ̂ · p̂− V (x,−y), (176)

which indicates that the parity operation is effectively equivalent to mirror reflection together with the time-reversal
operation, which changes the sign of V . The eigenstate Ψ of Ĥ becomes

Ψ ′ = P̂
(
ψ1(x, y)
ψ2(x, y)

)
=

(
ψ∗2 (x,−y)
ψ∗1 (x,−y)

)
, (177)

where Ĥ ′Ψ ′ = EΨ ′. After the parity operation, besides the mirror reflection with respect to the x axis, the confinement
potential changes sign, indicating that the parity symmetry is broken. The probability distribution is given by ρ =
ψ∗1 (x,−y)ψ1(x,−y)+ ψ∗2 (x,−y)ψ2(x,−y), which is also symmetric about the x axis. The local current is

j ′ = 2c
[
Re
(
ψ1(x,−y)ψ∗2 (x,−y)

)
, Im

(
ψ1(x,−y)ψ∗2 (x,−y)

)]
= 2c

[
Re
(
ψ∗1 (x,−y)ψ2(x,−y)

)
,−Im

(
ψ∗1 (x,−y)ψ2(x,−y)

)]
. (178)

One thus has j′x(x, y) = jx(x,−y) and j′y = −jy(x,−y). Fig. 36 shows a schematic diagram of the scarring current. For the
chaotic heart-shaped billiard, one has V (x, y) = V (x,−y), so the Hamiltonian Ĥ ′ is invariant under the mirror reflection
operation. Thismeans that the time reversal operation T̂ [Eq. (151)] and the parity operation P̂ are equivalent for this system,
and it is invariant under the combination of P̂ and T̂ operations:

Â = R̂yσ̂x · iσ̂yK̂ = −R̂yσ̂z K̂ .

For the chaotic Africa billiard, the scarring current orientation of Ĥ ′ is opposite to that of the original scar. Rotation of the
billiard in Fig. 36(d) by π leads to the same geometric shape as the billiard in Fig. 35(b). The difference is in the sign of the
potential, so the current directions are opposite for the two cases.

One can also use the parity operator P̂ ′ = R̂xσ̂y, which gives the parity operation with respect to the y axis. The action of
P̂ ′ is equivalent to the combination of P̂ and a π rotation. The mirror operator in fact is the combination of the parity and
time-reversal operators:

Â = R̂xK̂ = R̂xσ̂y · σ̂yK .
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Table 5
Characteristics associated with various combinations of three basic symmetry operations.

E E E E −E −E −E −E
V −V V −V V −V V −V
I I M M I I M M

Reflection (R) 1 −1 1 −1 1 −1 1 −1
Helicity 1 1 1 1 −1 −1 −1 −1
Scarring current + − + − + − + −

Spin orientation + − + − + − + −

⟨σ̂z⟩ + − + − − + − +

Notations are the following: E is the energy of the system, V is the potential, M denotes mirror reflection with respect to the y-axis, I indicates the case
withoutM operation, and R is the plane wave reflection coefficient [Eq. (125)]. Helicity is defined as σ̂ · p̂/|p| in the free billiard domain (V = 0). If helicity
is 1(−1), the direction of the wavevector is the same as (opposite to) the current orientation. Scarring current means the current orientation in the billiard
domain with +(−) indicating the parallel (opposite) orientation to that for the (E, V , I) case. Spin orientation is the direction of spin at the boundary
interface, where the +sign represents the positive y-direction (counterclockwise orientation with respect to the outer normal vector). The quantity ⟨σ̂z⟩
represents the local average spin in the z direction at the boundary interface between a zero and a finite potential regions, and the +(−) signs are for the
positive (negative) z axis. For V →∞, the average spin in the z direction vanishes: ⟨σ̂z⟩ = 0.

4.5.6. Summary of characteristics of chaotic Dirac billiard under combinations of three basic symmetry operations
Similar analyses can be carried out [124] for all the combinations of ±E, ±V , with or without M. The corresponding

results are summarized in Table 5. Note that the normal time reversal operation T̂ corresponds to the case (E,−V , I), and
the parity operation P̂ is (E,−V ,M).

4.6. Outlook and remarks on relativistic quantum scars

While experimental observations of relativistic quantum scars in a mesoscopic graphene ring have been made re-
cently [328], at the present there has been no experimental evidence for chiral scars in massless Dirac fermion systems.
Fundamental to relativistic chiral scars is T -symmetry breaking. Experimentally, the effects of such symmetry break can
be investigated using topological insulators (TI). In particular, consider a 2D surface supporting the edge states of a 3D
topological insulator, whose quasiparticles can be described by the 2D massless Dirac equation. Mass confinement can be
realized by depositing a ferromagnet insulator cap layer on top of the TI outside of the billiard (or quantum dot) region
[339–341], where the exchange coupling V σ̂z induced by the ferromagnet insulator can serve as the mass confinement.
A theoretical treatment usually requires an infinite mass potential. In realistic situations, insofar as the energies of the
concerned states aremuch smaller than the gap, the infinite potential approximation is valid.With respect to the application
of the magnetic flux, the area through which the flux threads the surface can be finite, insofar as it is not on the orbit of any
scar. Typical scars such as the period-3 and period-4 scars in Fig. 29 have a large open interior region, so they do not intersect
a reasonably small flux region.

Through extensive computations and detailed physical analyses of the chaotic Dirac AB billiard systems [124], a relatively
complete picture of the mechanism of T -symmetry breaking emerges. For example, for the Dirac billiard confined by the
infinite scalar four-potential, or mass potential, the Hamiltonian does not commutewith the T -operator, as the confinement
mass potential will acquire a sign change after the T -operation. This is corroborated by the fact that the boundary condition
derived from the mass potential confinement does not commute with the T -operator either. From the point of view of local
physical interaction, each reflection at the boundary breaks the time-reversal symmetry as it contributes to an oriented
flow at the boundary whose direction is independent of the incident angle. Further, as the spin of a free Dirac particle is
polarized along its momentum, the reflection at the boundary induces a boundary–spin interaction. As a result, associated
with each reflection an additional phase φ arises in the action integral of the particle. The reversed orbit acquires another
phase φ̃ at this point. The phase difference between the counterclockwise reflection and its time reversed reflection at the
same boundary point thus has an additional π contribution. Consequently, for a scar on an orbit with an even number of
reflections, these phases together contribute an integer multiple of 2π to the phase difference of the counterclockwise orbit
and its clockwise counterpart. For these orbits, the time-reversal symmetry is preserved. However, for the scars with an odd
number of reflections, the boundary phases contribute an additional π , leading to the T -symmetry breaking andmaking the
scar chiral.

The boundary–spin interaction induced phase can be compensated by a magnetic flux. The π phase difference between
the counterclockwise and clockwise orbits with an odd number of reflections can be annihilated completely by a proper flux
amount. That is, a chiral scar can lose its chirality, while a non-chiral scar can attain the chirality with a suitable magnetic
flux. Depending on the location of flux’s threading the billiard, the winding number for an orbit about the flux can be highly
nontrivial. For a given AB billiard, the winding numbers can be zero, one, two, and so on, and this has significant implications
in the flux effect on scarring. Phenomenologically, the boundary inducedphase canbe included into the action integral,which
is equivalent to the phase terms caused by the path integral of the momentum and, consequently, is equivalent to the phase
from the magnetic flux.

Besides scars on periodic orbits, there is another class of states, the edge states, which always have a counterclockwise
flow localized at the boundary. The edge states break the time-reversal symmetry as their time-reversed states are no longer
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solutions of the system. These states have nonzero wavefunctions at the boundary, in contrast to the case of a Schrödinger
billiard system with an infinite confinement potential where the wavefunction must vanish at the boundary.

For theDirac billiard system, chirality is fundamentally related to the time-reversal symmetry. The time-reversal operator
changes the sign of the confinement potential V and the direction of local flow for the scarred states. The parity operation is
effectively a combination of time-reversal operation andmirror reflection. From a semiclassical point of view, for a particular
scar, if the billiard has a reflection symmetry, e.g., the chaotic heart-shaped billiard, since the mirror reflection becomes the
identity operation, the parity operation is equivalent to the time-reversal operation. As a result, if the system or the state
is invariant under the parity operation, it will also be invariant under the time reversal operation. This occurs, for example,
for scars of even periods in which the flow orientation can be either clockwise or counterclockwise for a given energy value.
For scars with an odd number of bounces, both the parity and the time-reversal symmetries are broken, causing these scars
to be chiral, for which only one orientation is allowed for a given energy level. For a billiard without a reflection symmetry
(e.g., the chaotic Africa billiard), one can consider its mirror image. For scars on a given orbit, the corresponding scar under
parity operation has the reverse orientation. These results can be generalized to more diverse physical situations, e.g., those
with particle–hole symmetry, negative potential, mirror reflection and their combinations, where chirality can persist in
spite of possibly different spin characteristics.

The comprehensive understanding of the T -breaking of the system naturally leads to a control mechanism based on
tuning the magnetic flux, by which the chiral nature of the scars can be manipulated, e.g., from chiral to non-chiral scars,
and vice versa. The subtle T -breaking effect associated with scarred states on odd periodic orbits and edge states can have
significant implications in the transport behavior and spin textures of the relativistic pseudo-particles [339]. The distinct
magnetic response can also be exploited for applications in quantum information devices, e.g., relativistic qubits [341].
Knowledge and advances in relativistic quantum chaos can be anticipated to have implications for a variety of applications
of 2D Dirac materials.

5. Relativistic quantum chaotic scattering

5.1. Quantum chaotic scattering — an introduction

Classical chaotic scattering.
Scattering is a process whereby particles are injected into a region of interaction, i.e., the scattering region, and exit after

a finite amount of time. The characteristics of the particles after the scattering contain information about the interaction
and the underlying system. Scattering is thus a fundamental tool to probe into the ‘‘inner gears’’ of physical and chemical
systems. The goal of any scattering experiment is to obtain the scattering functions, which are the quantitative relations
between output variables characterizing the particles after the scattering versus some input variables describing the particles
before the scattering. For regular dynamics such as scattering from a single Coulomb potential, the scattering functions are
smooth. About three decades ago, research in nonlinear dynamics revealed [36,164–171,173] that there can be relatively
simple configurations, such as three potential hills positioned at the vertices of a triangle, in which the scattering functions
can contain an uncountably infinite number of singularities that constitute a fractal set. About a singularity, a change in the
input variable, no matter how small, can cause a large change in the output variable. This is precisely the hallmark of chaos
— sensitive dependence on initial conditions, henceforth the term chaotic scattering [36,164–171,173].

From the standpoint of dynamics, chaotic scattering is due to the existence of nonattracting chaotic invariant sets
(e.g., chaotic saddles) in the phase space. In a typical scattering scenario, incident particles move into the region in which
a chaotic saddle resides along its stable manifold, stay in the vicinity of the saddle exhibiting chaotic behavior, and exit
the region along the unstable manifold of the saddle. Because of the non-attracting nature of the chaotic saddle, any
random incident trajectory can remain in the scattering region for a finite amount of time. This means that any chaotic
behavior exhibited by the scattering trajectory is transient. In this sense, it is often said that chaotic scattering is the physical
manifestation of transient chaos in classical Hamiltonian systems [171].

In the spectrum of distinct dynamical behaviors in Hamiltonian systems, one end is integrable dynamics that lead to
regular scattering. The opposite end corresponds to hyperbolic dynamics that lead to fully developed chaotic scattering
where all the periodic orbits are unstable [171]. In the parameter region in between these two end cases, nonhyperbolic
chaotic scattering can arise where a nonattracting chaotic set coexists with Kolmogorov–Arnold–Moser (KAM) tori in the
phase space. The main measurable difference between hyperbolic and nonhyperbolic chaotic scattering is that, for the
former, the probability for the particles to stay in the scattering region decays exponentially but for the latter, the decay
is algebraic as the particles can spend an arbitrarily long time in the vicinity of the KAM tori [342–347].

Quantum chaotic scattering.
When describing the quantum–classical correspondence, it is convenient to regard the Planck constant as a control

parameter, which is zero in the classical limit while it has a finite value in the quantum regime. Specifically, one can define
h̄ as the nondimensionalized Planck constant normalized by the characteristic length and momentum values of the system.
There are then three regimes of interest: (1) the classical limit h̄→ 0, (2) the semiclassical regime h̄ ≪ 1, and (3) the fully
quantum regime h̄ ∼ 1. The semiclassical regime is of particular importance to quantum chaotic scattering — the study of
quantummanifestations of classical chaotic scattering, because this is the regime where both quantum and classical effects
are relevant.
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To characterize quantum scattering, one typically employs the scattering matrix (S-matrix), whose elements are the
transition amplitudes between quantum states of the system before and after the scattering. It was shown more than
four decades ago by Miller that the S-matrix can be expressed in terms of purely classical quantities [172]. For classical
chaotic scattering, the S-matrix elements in the semiclassical regime exhibit random fluctuations [173,348] with respect to
variations in parameters such as the particle energy or the strength of an external magnetic field in a classically small but
quantum-mechanically large range. In this regard, hyperbolic and nonhyperbolic scattering can have quite distinct quantum
manifestations in the statistical properties of the fluctuations of the S-matrix elements [82]. Consider, for example, the
strength of an S-matrix element versus the particle energy. For hyperbolic chaotic scattering, due to the exponential decay
law in the classical limit, the autocorrelation function is Lorentzianwith a zero derivative at zero energy increment [173,349].
However, for nonhyperbolic scattering, due to the algebraic particle decay law in the classical limit, the autocorrelation
function exhibits a cusp at zero energy increment [82]. As a result, small scale fluctuations of the S-matrix elements are
characteristically greatly enhanced in the nonhyperbolic case as compared with the hyperbolic case.

5.2. Conductance fluctuations associated with quantum transport and the relevance of quantum chaotic scattering

Conductance fluctuations are a fundamental phenomenon in open quantum systems. An important result is universal
conductance fluctuations (UCFs) in mesoscopic systems [80,350–353]. The pioneering work of Lee and Stone [350] estab-
lished theoretically that, for mesoscopic metal samples, when the inelastic diffusion length exceeds the sample dimensions,
the conductance fluctuations are of the same order as the conductance quanta, which is independent of the sample size and
of the degree of disorder at low temperatures, thereby giving rise to universal features. This result was consistent with both
experimental measurements [351] and numerical simulations [353].

The anomalous transport behaviors of charge carriers in graphene systems are particularly relevant to relativistic quan-
tum chaos. The phase coherent length of graphene at low temperatures can be as long as several hundred nanometers [354]
or even micrometers [355]. It was demonstrated experimentally that for graphene quantum dots smaller than 100 nm, the
conductance peaks become strongly aperiodic, indicating a major contribution of the quantum confinement [356]. While
it can be difficult to cut graphene precisely following a particular shape under 100 nm, the irregularities of the boundary
often drive the classical dynamics to the chaotic regime, yielding transport properties mimicking those of quantum chaotic
scatterings and also Gaussian ensembles of the peak spacing distributions [356]. Conductance fluctuations in graphene
systemshave been studied experimentally and analyzedusing the framework ofUCFs [308,357,358]. Rycerz et al. [359] found
theoretically that, for strong disorder, the fluctuation behaviors agree with the Altshuler–Lee–Stone prediction [350,360].
However, in the case of weak disorder, abnormally large conductance fluctuations (with magnitude several times larger
than that in the strong disorder case) can occur, which can be attributed to the absence of backscattering due to the
honeycomb lattice structure. Horsell et al. [361] subsequently found that the variance of UCFs in bothmonolayer and bilayer
graphene flakes is strongly affected by elastic scattering, particularly, by inter-valley scattering, though the correlation
of the fluctuations as a function of the Fermi energy is insensitive to the specific scattering mechanisms under common
experimental conditions. For few-layer graphene flakes in contact with superconducting leads, conductance fluctuations
can be enhanced if the applied voltage is smaller than the superconducting energy gap [362].

The seminal work of Jalabert, Baranger, and Stone [80] suggested that conductance fluctuations in the ballistic regime
can be a probe of quantum chaos, establishing for the first time a connection between quantum transport in solid-state
devices and classical chaos. Subsequent works [81–88] revealed that UCFs are intimately related to the study of quantum
chaotic scattering [36,173]. A result in nonrelativistic quantum chaotic scattering is that, for those with integrable or
mixed (nonhyperbolic) classical dynamics, sharp conductance fluctuations can occur. This is because, in the corresponding
classical phase space, there are KAM islands centered about stable periodic orbits, associated with which there is quantum
mechanically little interaction between the corresponding bounded states and the electron waveguides (leads), giving rise
to extremely sharp conductance fluctuations on energy scales of the same order of magnitude as the small interaction
energy [73]. The abrupt conductance changes are in fact a kind of Fano resonance [163,363–366]. However, if the classical
dynamics are chaotic, due to ergodicity of the classical orbits, the corresponding quantum stateswill have strong interactions
with the leads regardless of their positions. As a result, there is little probability for localized stateswith long lifetime to form,
leading to smooth conductance fluctuations over the energy scale determined by the large interaction strength. The distinct
types of classical dynamics thus have marked fingerprints in the quantum conductance fluctuation patterns, which can
be exploited to modulate the conductance fluctuations in quantum dot devices by controlling the corresponding classical
dynamics [127,128]. Note that, a closed system exhibiting chaos in the classical limit is capable of generating scarred states
in the quantum regime [121,123,367,368]. However, when the system is open, the degree of localization of the originally
scarred states in a fully chaotic system is generallymuchweaker than that in classically integrable or nonhyperbolic systems.

5.3. Relativistic quantum chaotic scattering in graphene quantum dots

Relativistic quantum manifestations of classical chaotic scattering were studied initially using graphene quantum
dots [369]. In particular, the electronic transport properties were investigated in open graphene quantum dots (GQDs)
with both hyperbolic and nonhyperbolic scattering dynamics in the classical limit, which were compared with those in
nonrelativistic quantumdot (NRQD) systems. For NRQD systemswith nonhyperbolic chaotic scattering, it was demonstrated
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using semiclassical theory [83] and in simulations and experiments [84,86,88,370] that the conductance exhibits fractal
fluctuation patterns. An examination of theWigner time delay and the resonance width of the conductance profile revealed
that, while the distribution of the resonance width is algebraic as predicted semiclassically, the energy scale is in contrast
far below the mean energy level-spacing [85].

Associated with transport through a quantum dot, narrow resonances can arise, which are caused by the weak coupling
between the localized states about the stable periodic orbits and the leads [371,372]. The tunneling between the chaotic
region and the stable KAM island was investigated numerically [373–375] and experimentally [87] with the striking finding
that GQDs generally have sharper conductance fluctuations than NRQDs. Moreover, even for hyperbolic GQDs, pronounced
quantum pointer states [121,156] persist. The resonances associated with the transmission are well characterized by the
Fano profile [363] with the width given by the imaginary part of the eigenenergies of the effective dot Hamiltonian, where
the effects of the leads are theoretically described by the self-energies.

To systematically investigate the quantum scattering dynamics in open graphene quantum dots, the class of open cosine
billiards [85] capable of generating both hyperbolic and nonhyperbolic chaotic scattering dynamics through continuous
parameter variation was chosen as a prototypical system. The open billiard is defined by two hard walls at y = 0 and
y(x) = W+(M/2)[1−2 cos(2πx/L)], respectively, for 0 ≤ x ≤ L, with two semi-infinite leads of widthW attached to the left
and right openings of the billiard. Suitable adjustment of the ratiosW/L andM/L can lead to changes in the stabilities of the
classical periodic orbits, associated with which a transition from nonhyperbolic to hyperbolic chaotic scattering dynamics
can occur. For example, for W/L = 0.18 and M/L = 0.11, there is nonhyperbolic scattering but for W/L = 0.36 and
M/L = 0.22, the scattering dynamics become fully chaotic or hyperbolic [85].

In Ref. [369], the tight-binding approach and the Landauer–Büttiker formalism in combination with the non-equilibrium
Green’s function (NEGF) method [376,377] were used to calculate the conductance/transmission and the local density of
states (LDS), where all energies were expressed in units of the hopping energy t . In particular, the retarded Green’s function
is

G(E) = (E · I − H −ΣR(E)−ΣL(E))−1, (179)

where Σ is the retarded self-energy characterizing the effect of the lead, and the subscripts R and L indicate the right and
left leads, respectively. The transmission T is given by

T (E) = Tr[ΓL(E)G(E)ΓR(E)G†(E)], (180)

where ΓL,R(E) are the coupling matrices of the quantum dot for the left and right leads:

ΓL,R(E) = i[ΣL,R(E)−Σ
†
L,R(E)]. (181)

In the low temperature limit, the conductance can be calculated using the Landauer formula [377]:

G ≈
2e2

h
T (E). (182)

The local density of states for the device can be obtained via

ρ = −
1
π
Im[diag(G)], (183)

and the local current between the nearest neighbor lattice point i and j is given by

Ji→j =
4e
h
Im[HijCn

ji (E)], (184)

where Cn
= GΓLG† is the electron correlation function andHij is an element of the Hamiltonianmatrix [377]. To improve the

computational efficiency, the transmission, LDS and the local current can be calculated using the recursive Green’s function
method.

The transmission fluctuations were calculated [369] for the four combinations of quantum dots and classical scattering
dynamics: NRQD/hyperbolic, NRQD/nonhyperbolic, GQD/hyperbolic, and GQD/nonhyperbolic. For comparison, all the dots
studied have the samemaximum number of propagating modes: Nmode = 48, and GQDs have zigzag boundaries terminated
in the horizontal direction (for NRQDs the shape of the boundary is not an issue). Typical patterns of the transmission
fluctuations are shown in Fig. 37, where the energy ranges were chosen such that the transmissions for different cases have
similar values. The results for NRQDs [Fig. 37(a)] are consistent with those from previous works, i.e., nonhyperbolic chaotic
scattering in the classical limit leads to sharper quantum fluctuations. If the classical scattering dynamics are hyperbolic,
the transmission varies much more smoothly with the energy [85]. Similar behaviors were observed for GQDs, as shown
in Fig. 37(b). Comparing Fig. 37(b) and (a) reveals enhanced fluctuations in the graphene case, for both hyperbolic and
nonhyperbolic chaotic scattering. Even in the hyperbolic case, the transmission associated with the GQD contains sharper
resonances as compared with that in the NRQD. This suggests a stronger localization effect [371,372] in the GQD.

The autocorrelation function calculated from the transmission-energy curve after removing the smooth background
variation can be used to characterize the conductance fluctuations quantitatively. The results are shown in Fig. 38. As
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Fig. 37. Conductance fluctuations associated with transport through nonrelativistic and graphene quantum dots whose corresponding classical scattering
dynamics can be either nonhyperbolic or hyperbolic. The notionsNRQDandGQD stand for nonrelativistic quantumand graphene quantumdot, respectively.
Shown are the transmission T versus energy E for (a) NRQD and (b) GQD. Red and blue curves are for nonhyperbolic and hyperbolic classical scattering
dynamics, respectively. The quantum dots for the NRQD/nonhyperbolic, NRQD/hyperbolic, GQD/nonhyperbolic and GQD/hyperbolic combinations consist
of 16,611, 8401, 28,864 and 14,720 atoms, respectively.
Source: From Ref. [369] with permission.

Fig. 38. Quantitative characterization of conductance fluctuations in NRQD and GQD with classically nonhyperbolic or hyperbolic chaotic scattering
dynamics. Shown are curves of the autocorrelation C versus the energy increment∆E for different quantum dot structures in Fig. 37.

expected, for the GQDs, the correlation functions decay faster than those for NRQDs, indicating stronger fluctuations of
the transmission or, equivalently, a smaller energy scale over which a large change in the transmission can occur. This is
consistent with the result that GQDs tend to have enhanced conductance fluctuations in the presence of disorder, due to the
absence of back scattering [359] or to the Andreev reflection at the graphene–superconductor interface [362].

The fluctuation patterns can be characterized and understood by the behaviors of the complex eigenvalues of the non-
Hermitian Hamiltonian of the whole open system. In particular, when leads are not present so that the quantum-dot
system is closed, the device Hamiltonian describing this closed system is Hermitian so that all eigenenergies are real. The
effect of a semi-infinite lead, however, can be treated by constructing the corresponding self-energy through the Green’s
function formalism [377]. When all the self-energy terms corresponding to multiple leads are combined and inserted in
the device Hamiltonian, the resulting Hamiltonian is no longer Hermitian and typically possesses complex eigenenergies. It
was demonstrated [130] that, even for the situation where there is no unique classical dynamics, the magnitude of the
imaginary parts of the eigenenergies provides a reasonable characterization of the conductance-fluctuation patterns. A
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particular feature is that, when eigenvalues with extremely small imaginary parts emerge, sharp conductance fluctuations
occur in a nearly abrupt fashion over small energy scales.

A theoretical explanation of the phenomena in Figs. 37 and 38 can then be obtained through examination of the Fano
resonances with respect to the coupling between the eigenstates in the quantum dots and the leads. It was found [369] that
the coupling is typically muchweaker in the GQD than that in the NRQD for both the hyperbolic and nonhyperbolic systems.
In particular, in the tight-binding framework, by considering the scattering region as a closed system with Hamiltonian
matrix Hc , the effect of the leads can be treated using the retarded self-energy matrices, ΣR

= ΣR
L + Σ

R
R . Note that Hc is

Hermitianwith a set of real eigenenergies and eigenfunctions {E0α, ψ0α|α = 1, . . . ,N}, butΣR(E) is in general not Hermitian
and depends on the Fermi energy E. The effective Hamiltonian matrix Hc + Σ

R(E) thus has a set of complex eigenenergies
with the eigenfunctions

[Hc +Σ
R(E)]ψα = Eαψα,

φT
α [Hc +Σ

R(E)] = E∗αφ
T
α ,

where

Eα = E0α −∆α − iγα.

The self-energy matrixΣR has nonzero elements only in the subblock of the boundary atoms connecting with the leads. For
most of the eigenstates,ΣR can be treated as a perturbation, thus∆α and γα are generally small.

The Green’s function matrix can be expanded as

GR(E) =
∑
β

[ψβ (E)φβ (E)†]/[E − Eβ (E)].

For a particular eigenstate {Eα, ψα}, for E close to Eα , GR can be rewritten as

GR
= GR

0(E)+ GR
1(E),

where

GR
0(E) =

∑
β ̸=α

[ψβ (E)φβ (E)†]/[E − Eβ (E)]

varies slowly since |E − Eβ | is large and

GR
1(E) = [ψα(E)φα(E)

†
]/[E − Eα(E)]

changes fast as E is in the vicinity of Eα . Since the self-energyΣR is a slow variable, the coupling matrix

Γ R
L,R = i[ΣR

L,R − (ΣR
L,R)

†
]

is slowly varying, too. Thus, in the expression of the transmission

T = Tr[Γ R
L G

RΓ R
R (G

R)†],

the only fast variable is GR
1(E), while all others can be treated approximately as constants and evaluated at some arbitrary

energy value E0 close to Eα . Choosing E0 = Eα , the transmission in the vicinity of Eα can be approximated as

T (E) ≈ T0(E0)+∆T (1− 2qε)/(ε2 + 1),

where

T0 = Tr[Γ R
L G

R
0Γ

R
R (G

R
0)

†
],

∆T = T (E0)− T0(E0),
q = Im(Tr[Γ R

L G
R
1Γ

R
R (G

R
0)

†
])/∆T ,

ε = (E − Re(Eα))/γα.

One thus gets

T (E) ≈ T0(E0)−∆T +∆T
(ε − q)2

ε2 + 1
+∆T

2− q2

ε2 + 1
. (185)

This formula agrees with numerical results [369], which represents a generalized Fano resonance, and is consistent with
results on Fano resonance profiles of conductance obtained from the scattering matrix elements [372,378]. Thus the
transmission curve has a resonance at Re(Eα), where the width is on the order of γα . Since ΣR depends on the energy E,
∆α and γα are also functions of E. Thus the approximate theory is valid for eigenstates [377] whose values of Re(Eα) are close
to E.
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A physical understanding of the persistent sharp conductance fluctuations can be obtained through analyzing the
resonance width, the localized states, and the local current patterns. For example, the transmission resonance is char-
acterized by Fano profiles [364], where the width of the resonance can be related to the localization of the electronic
states [128,163,371,372]. A key to understanding the distinct characteristics of the transmission in NRQDs and GQDs with
different types of chaotic scattering in the classical limit is the relation between the LDS patterns and the width of the
resonances. For this purpose, the first-order approximation of γα can be calculated. In the absence of a magnetic field, Hc is
real symmetric, so {ψ0α|α = 1, . . . ,N} forms a set of orthogonal and complete basis. Generally, one has

ψα = ψ0α − δrψαr − iδiψαi,

where δr and δi are small quantities. Substituting Eα and ψα into the eigenequation for the non-Hermitian Hamiltonian
Hc +Σ

R underlying an open quantum dot system

[Hc +Σ
R
]ψα = Eαψα,

keeping only the first-order terms of the small quantities, and taking into account the orthogonality of ψ0α , one has

∆α + iγα ≈ −⟨ψ0α|Σ
R
|ψ0α⟩,

and, consequently,

γα = −⟨ψ0α|Im(ΣR)|ψ0α⟩,

which indicates that the width of the transmission resonance (γα) is determined by the imaginary part of the self-energy
ΣR and the corresponding wave function ψ0α of the closed system. BecauseΣR has nonzero elements only at the boundary
atoms connecting with the leads, only the values ofψ0α on the same set of atoms contribute to γα . Since the wave function is
normalized, localized states that assume large values on a subset of atoms, say, atoms on a particular stable orbit, will have
small values on the boundary atoms, resulting in small values of γα . For dispersive states where ψ0α takes on similar values
on all atoms, the values on the boundary atoms are of the order of 1/

√
N . For cases of identical leads, one has γα ∼ 1/N .

Nonhyperbolic quantum dots have about twice the number of atoms as the hyperbolic QDs, so γα is about half the value,
which was verified numerically [369]. The system-size caused effect only modulates the results by a factor of 2, while the
features of localization can contribute to the difference in γα by several orders of magnitude. Since the eigen-wavefunction
is highly correlated with the LDS patterns, the explanation is valid for LDS patterns, or pointer states.

The approximate analysis of the transmission resonance requires γα to be much smaller than the spacing between the
adjacent energy levels, i.e., for separated and localized states. For large values of γα , the resonances are broadened and it
is difficult to distinguish them from the background variations. This was the reason that, for NRQDs with nonhyperbolic
scattering dynamics, a similar analysis can be valid but only when strong localizations on stable periodic orbits occur [372].
For GQDs, computations revealed [369] sharp conductance resonances (Figs. 37 and 38) for both hyperbolic and nonhyper-
bolic classical scattering dynamics, leading to small values of γα . Fig. 39 shows the eigenenergies Eα in the complex plane
in a proper energy range. The energy for which the self-energy matrix is evaluated is E0 = 0.2t for GQDs and E0 = t for
NRQDs. In principle, the plots are accurate only for the eigenenergies whose Re(Eα) values are close to E0. However, even
if Re(Eα) is far from E0, it remains to be a good approximation [369]. For a larger system, there are more data points in the
plots, but the distribution of the points remains the same. These results verified those in Fig. 38 in that the correlation of the
conductance fluctuations of the system with a smaller γα value decays faster. From Fig. 39, one can see that, the four cases
have the common feature that they all possess a continuous line shape about γα ∼ 10−2t . These values contribute to the
conductance variations on energy scales of 10−2t to 10−1t and hence to the smooth background. For NRQDs, the hyperbolic
case has only this part, but the nonhyperbolic case also has relatively lower values in the range 10−4t to 10−2t [Fig. 39(b)],
which correspond to the localized states. The separation between the two parts is not sharp, due to the heterogeneous,
mixed phase-space structure associated with nonhyperbolic chaotic scattering [371]. For GQDs, for both the hyperbolic and
nonhyperbolic cases, the distributions of the eigenenergies contain two parts: onewith and anotherwithout localized states.
For the nonhyperbolic case, the two parts are well separated and the lower part is several orders of magnitude smaller than
that associated with the nonhyperbolic NRQD, as shown in Fig. 39(a), indicating much sharper transmission fluctuations.
Furthermore, the hyperbolic GQD also contains such a lower part [Fig. 39(c)], providing an explanation for the observed
sharp resonances in Fig. 37(b). While the classical scattering dynamics are purely chaotic and the quantum manifestations
are expected of those situations where there is no strong localization, the same quantum dot filled with graphene exhibits
characteristically different behavior.

The transport fluctuations for GQDs and NRQDs that exhibit both hyperbolic and nonhyperbolic chaotic scattering in the
classical limit thus exhibit distinct features. In particular, for each type of quantumdots, the onewith classical nonhyperbolic
scattering dynamics exhibits enhanced transmission fluctuations with sharp resonances than the system with hyperbolic
dynamics, which is consistent with results in the traditional study of quantum chaotic scattering. However, in GQDs,
the fluctuations are much stronger with smaller energy scales as compared with NRQDs. The width of the transmission
resonances provides the base of a theoretical explanation for the enhanced fluctuations in GQDs: scarring of quantum states
in the graphene system is more pronounced, resulting in weaker coupling with the leads as compared with NRQDs. For
example, it was found [369] that relativistic quasiparticles in graphene tend to stabilize themselves on the classically unstable
periodic orbits. This can be demonstrated directly from the LDS patterns. Fig. 40 shows a typical pattern for each of the four
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Fig. 39. Physical explanation of emergence of Fano resonance through the eigenvalues of non-Hermitian Hamiltonian for the open quantum dot systems.
Shown are the plot of imaginary parts γ versus real parts of the eigenenergies Eα for (a) GQD/nonhyperbolic, (b) NRQD/nonhyperbolic, (c) GQD/hyperbolic,
and (d) NRQD/hyperbolic. The energy values E0 in (a–d) are 0.2, 1, 0.2 and 1, respectively.
Source: From Ref. [369] with permission.

Fig. 40. Quantum pointer states as a cause of various transmission resonances. Quantum pointer states for (a) GQD/hyperbolic, (b) GQD/nonhyperbolic,
(c) NRQD/hyperbolic, and (d) NRQD/nonhyperbolic. Darker regions indicate higher local density of states (LDS). The minimum and maximum LDS values
of the patterns are (2.59× 10−3 , 0.641), (5.84× 10−4 , 1.39), (8.50× 10−3 , 7.35× 10−2), and (1.40× 10−2 ,0.284) for (a–d), respectively. The color scale is
normalized for each panel for better visualization.
Source: From Ref. [369] with permission.

combinations. For nonhyperbolic NRQD and GQD, the LDS patterns are well localized, but the patterns for the GQD aremuch
sharper than those for the NRQD. For the hyperbolic systems, the patterns associated with the NRQD are relatively weak,
as exemplified by Fig. 40(c), but for the GQD, there are still many well pronounced pointer states, as the one shown in
Fig. 40(a). In general, the transmission (or scattering-matrix elements) will exhibit characteristically enhanced fluctuations
in relativistic than in nonrelativistic quantum mechanics.

5.4. Quantum chaotic scattering for bilayer graphene quantum dots

From Section 5.3, one sees that, in relativistic quantum dots made of monolayer graphene, systems with mixed classical
dynamics exhibit sharper conductance fluctuations than those with chaotic classical dynamics, as for nonrelativistic
quantum systems. However, even when the classical dynamics are fully chaotic, monolayer graphene quantum dots permit
highly localized states, leading to Fano-like resonanceswith sharp conductance fluctuations. This suggests that quasiparticles
in a chaotic graphene confinement can make the classically unstable orbits somewhat more ‘‘stable’’ in relativistic quantum
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systems, implying that the interplay between chaos and relativistic quantummechanics can lead to phenomena that are not
present in nonrelativistic quantum systems.

A unique feature of monolayer graphene is that the quasiparticles are massless Dirac fermions. The interplay between
finite mass and chaos in relativistic quantum transport was then studied [379] with a focus on the generality of persistently
sharp conductance fluctuations in relativistic quantum chaotic systems. In particular, chaotic bilayer graphene quantum
dots (BGQD) were used [379] as a prototypical class of systems, in which the quasiparticles have a finite mass. It was found
that persistently sharp conductance fluctuations are still present in BGQDs, indicating that a finite mass is not capable of
breaking the localized states. It was also found that, in bilayer graphene quantum dots, electrons tend to ‘‘hop’’ between the
two layers along the classical ballistic trajectory in each layer. As a result, the local density of states (LDS) for one layer does
not form an ‘‘orbit’’ per se: an ‘‘orbit’’ emerges only when the LDS for both layers are combined. The results indicate that in
both massless and massive chaotic relativistic quantum systems, Fano-like resonances and sharp conductance fluctuations
are a common feature.

Model of chaotic bilayer graphene systems.
Bilayer graphene is composed of two coupled monolayers of carbon atoms, each with a hexagonal lattice structure. The

AB stacking bilayer graphene model [380] can be used, which includes inequivalent A1 and B1 atoms in the top layer and A2
and B2 atoms in the bottom. The two graphene layers are arranged in such a way that the A1 atoms are directly above the
B2 atoms, while B1 or A2 atoms are above or below the center of hexagons in the other layer. The tight-binding Hamiltonian
[379], which characterizes the electronic structure of graphene reasonably accurately [381] and is applicable to systems of
a finite number of layers [105–107], is given by [380]

H = −γ0
∑
l,⟨i,j⟩

(a†
l,ibl,j + H.c.)− γ1

∑
i

(a†
1,ib2,i + H.c.)− γ3

∑
⟨i,j⟩

(b†
1,ia2,j + H.c.),

where a†
l,i(b

†
l,i) and al,i(bl,i) are the creation and annihilation operators for sublattice A(B) at site Rl,i in layer l (1,2), H.c.

denotes Hermitian conjugate, γ0 ≡ t is the nearest-neighbor hopping energy in a single layer (hopping between different
sublattices), γ1 and γ3 are energies for the hopping processes A1 ←→ B2 and B1 ←→ A2, respectively, which represent the
interlayer coupling. The coupling parameters have the standard values [382]: γ0 = 2.8 eV, γ1 = 0.4 eV, and γ3 = 0.3 eV.

In themomentum space, the low energy bands can be approximated as E ≈
√
γ 2
1 /4+ v2p2−γ1/2, where p and v are the

momentum and Fermi velocity, respectively [383]. A quasiparticle in the bilayer graphene can thus be regarded effectively
as a massive relativistic fermion [383], as opposed to massless particles in monolayer graphene [105–107,381].

Transmission fluctuations in BGQDs.
The characteristics of quantum scattering dynamics in open BGQDs with distinct types of classical dynamics can be

studied again by using the cosine billiard [384,385] as the confinement domain of the quantum dot. The transmission
fluctuations through the BGQDs that correspond to three distinct types of classical dynamics: mixed, intermediate, and
chaotic were studied [379]. For comparison, results of NRQDs were also included. In the simulations, the maximum number
of propagating modes was chosen to be Nmode = 96 for all cases for BGQDs, and Nmode = 48 for NRQDs, so their leads have
comparable width. The boundaries for the BGQDs were assumed to be zigzag in the horizontal direction. Fig. 41 shows the
transmission coefficient T of the three types of BGQDs versus the Fermi energy, together with the results from NRQDs with
the same corresponding classical dynamics. It can be seen that, for both BGQDs and NRQDs, as the classical dynamics change
from mixed to chaotic, the conductance fluctuations become progressively smooth. This is consistent with previous results
of quantum chaotic scattering in monolayer graphene quantum dots (MGQDs) [369]. However, when comparing the BGQDs
with the corresponding NRQDs, it can be seen that for the same geometry (especially in the chaotic case— the bottom curves
in both panels), the conductance fluctuations for the latter are nearly perfectly smooth, while for BGQDs there are still sharp
conductance fluctuations.

The effects of thewavefunction patterns on the values of γα in BGQDswere examined [379]. Fig. 41 also shows that, as the
classical dynamics becomes more chaotic, the conductance curves exhibit less sharp fluctuations. This reasoning suggests
that γα for various resonant states should shift toward increasingly larger values as the classical dynamics of the system
becomes progressively more chaotic. Results from a systematic calculation of the imaginary part γα for the various settings
are shown in Fig. 42. The energy at which the self-energy matrix is evaluated is E0 = 0.2t for BGQD [Fig. 42(a–c)] and
E0 = t for NRQD [Fig. 42(d–f)]. Since the calculated Eα values are accurate only in the vicinity of E0, the energy intervals in
Fig. 42(a–f) were chosen to be relatively small and close to E0. Note that the upper curves of the γα values are in the range
of 0.01t to 0.1t , which correspond to the smooth variations in the conductance curve, and the smaller γα values correspond
to the sharp conductance resonances. Fig. 42(a) and (d) reveal that, for mixed classical dynamics, both BGQD and NRQD
have γα values as small as 10−6t , leading to the sharp conductance fluctuations in the top curves of Fig. 41. As the classical
dynamics become more chaotic, the values of γα shift upwards, as shown in Fig. 42(b) and (e). For the fully chaotic systems
[Fig. 42(c) and (f)], the values of γα are large and their spread is small. Fig. 43 shows the averaged value of log10(γα/t) in
a moving window to remove the fluctuations presented in Fig. 42. Since the upper curves of the γα values correspond to
the smooth conductance variations, it is excluded from the average. In general, classical chaos can affect the conductance
fluctuations for both nonrelativistic and relativistic quantum dot systems (for the latter regardless of zero or finite mass).
For relativistic quantum systems, however, the effect of chaos-induced enlargement of γ is less dramatic as compared with
the nonrelativistic case.
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Fig. 41. Transmission fluctuations in BGQDs and NRQDs. Shown are the various transmission versus energy for the cosine billiard quantum dot
in both relativistic and nonrelativistic regimes: (a) bilayer graphene (BGQD); (b) NRQD. The (blue/green/red) curves from top to bottom are for
mixed/intermediate/chaotic cases: W/L = 0.36 & M/L = 0.22, W/L = 0.27 & M/L = 0.165, and W/L = 0.18 & M/L = 0.11, respectively. The circles in
(a) indicate the energy values used in Fig. 44. For all cases, the number of transverse modes is Nmode = 96 for BGQDs and Nmode = 48 for NRQDs so that
their leads have comparable width.
Source: From Ref. [379] with permission.

Localized LDS and electron flow patterns.
Qualitative insights into the role of classical dynamics in the conductance fluctuation patterns in BGQDs can be gained

by calculating the LDS and electron flow patterns for some representative energy values. For a bilayer graphene system, the
interlayer hopping energy is relatively weak as compared to the intralayer counterpart, i.e., the values of γ1 and γ3 are about
one tenth of γ0, and the LDS and electron flow patterns are not identical for the two layers. For simplicity, one can focus on
the x-component of the electron flow. In Fig. 44, the left and middle columns show the LDS and electron flow patterns for
each layer, and the right column shows the combined patterns from both layers. It can be seen that the LDS and electron
flows are highly correlated, e.g., they are localized in the same region of the dot. The y- and z-components of the current
show similar features. The two layers are strongly coupled so that the electrons flow back and forth between the two layers,
as can be identified unambiguously in Fig. 44(a), where in certain regions, the electrons and their flow aremostly localized on
one layer but in the corresponding adjacent regions on the other layer. When the patterns from both layers are combined,
the LDS patterns reveal the underlying classical periodic orbits. A comparison of the LDS and electron flow patterns for
different cases, as illustrated in Fig. 44, indicates that classically mixed dynamics can lead to relatively more pronounced
localized states, but the localized patterns weakened as the classical phase space contains more chaotic regions. The degree
of localization can be qualitatively described by the ratio of the maximum to the minimum values of LDS, where a larger
ratio corresponds to stronger localization, as shown in Fig. 45. The typical values of the ratio for BGQDs are about 103, a few
hundreds, and less than one hundred for mixed, intermediate, and chaotic cases, respectively. The values for the NRQDs are
comparably smaller. The electron flow pattern show similar features. A comparison between the patterns for BGQDs and
NRQDs indicates that the former exhibits more localized LDS and thus sharp conductance fluctuations. This is consistent
with previous results on monolayer graphene systems in the context of transport [369], tunneling [135,181], and spectral
statistics [282].

5.5. Quantum chaotic scattering in the absence of invariant classical dynamics

A tacit assumption employed in many works on quantum chaotic scattering is that, as a physical parameter such as the
particle energy changes, the classical dynamics is invariant so that the decay law remains unchanged, rendering meaningful
its Fourier transform that is directly related to the energy correlation function of the scattering matrix elements [173]. Such
situations arise in electronic transport in the absence of any magnetic field where the corresponding classical dynamics
are essentially that of a open billiard and do not depend on the electron energy. However, when a magnetic field is



72 L. Huang et al. / Physics Reports 753 (2018) 1–128

Fig. 42. Characteristics of Fano resonances in BGQDs. Shown are the resonance width γα for bilayer graphene quantum dots and their nonrelativis-
tic quantum counterparts for different types of classical dynamics: (a) BGQD/mixed (b) BGQD/intermediate (c) BGQD/chaotic, (d) NRQD/mixed (e)
NRQD/intermediate, and (f) NRQD/chaotic. The energy values at which the self-energy is evaluated are E0 = 0.2t for (a–c) and E0 = t for (d–f).
Source: From Ref. [379] with permission.

Fig. 43. Detailed behaviors of Fano resonance width for systems with different types of classical dynamics. Shown are the mean values of log10(γα/t) in a
moving window with window size 0.04t and step size 0.004t . The upper curves in different panels in Fig. 42 are excluded in the average as they account
for the smooth variation rather than the sharp conductance resonances. Panel (a) is for BGQD (left panels in Fig. 42) and panel (b) is for NRQD (right panels
in Fig. 42). The blue circles, green asterisks, and red plus symbols are for mixed, intermediate, and chaotic dynamics in the classical limit, respectively.
Source: From Ref. [379] with permission.
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Fig. 44. Understanding resonances through wavefunction patterns in BGQDs. Representative local density of states (LDS, the first row) and the
corresponding x-component of the electron flow (the second row) for BGQDs with mixed (a), intermediate (b), and chaotic (c) classical dynamics. For
the LDS patterns, red region means higher values, and the color scale is normalized for each panel for better visualization. Left, middle, and right panels are
for the first layer, the second layer, and combined layers. The Fermi energies are 0.3137t for (a), 0.4187t for (b), and 0.3784t for (c), with the respective
maximum and minimum values of the LDS patterns being (3.0016, 1.2× 10−3), (0.4987, 7.7× 10−3), and (0.4823, 5.6× 10−3).
Source: From Ref. [379] with permission.

present, the characteristics of classical dynamics can change drastically with the particle energy. For example, in an early
work, Breymann, Kovács and Tél studied chaotic scattering of charged particles in an open three-disk billiard subject to a
perpendicularmagnetic field [386]. Classically, since the Lorentz force depends on both the particle energy and themagnetic
field, even for a fixedmagnetic field strength, the dynamicswill depend on the energy. Considering the quantumcounterpart,
a challenge is then that, as the particle energy is systematically changed, there is no unique classical correspondence.
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Fig. 45. Characterization of the degree of localization of quantumstates for BGQDs. Shownare the values of the ratio of themaximum to theminimumvalues
of the LDS versus energy: (a) BGQD and (b) NRQD. From top to bottom the blue circles, green asterisks, and red plus symbols are for mixed, intermediate,
and chaotic cases, respectively.
Source: From Ref. [379] with permission.

Fig. 46. An illustrative three-terminal classical chaotic scattering system in the presence of a magnetic field, whose dynamical invariant set depends on
the electron Fermi energy. Left half: geometry of a three-terminal quantum dot system. The boundary of the device is indicated by the black heavy lines.
A perpendicular magnetic field is applied in the circular region defined by the blue dashed lines. The corresponding classical dynamics is effectively that
of an open billiard system with three outgoing channels. Right half: for a fixed magnetic field specified byΦ/Φ0 = 0.0019, representative chaotic sets for
four different values of the Fermi energy: (a) E/t = 0.05, (b) E/t = 0.15, (c) E/t = 0.25, and (d) E/t = 0.35, where p and q are the coordinates of center
points of the electron trajectory. It can be seen that the chaotic sets are characteristically distinct.

Quantum mechanically, the scattering matrix elements will exhibit fluctuations with the particle energy, but the Fourier-
transform formula relating the energy autocorrelation function and classical particle decay law is no longer applicable. How
can then the fluctuation patterns be characterized and understood?

The absence of an invariant set for chaotic scattering dynamics can be illustrated [130] using a symmetric, three-terminal
quantum-dot system, as shown in the left of Fig. 46. Classically, the system consists of a scattering region and three semi-
infinite leads separated angularly by 2π/3. The scattering region is specified by the black heavy lines, the boundaries ofwhich
consist of three circular arcs, where the centers of the respective circles are located at the three vertices of an equilateral
triangle, the coordinates of which are (−d/

√
3, d), (−d/

√
3,−d), (2d/

√
3, 0), respectively. The geometric parameters d and

r can then be chosen in terms of the lattice constant: d = 199a0 and r = 110
√
3a0. The boundary walls are infinitely hard,

rendering elastic scattering off the walls. A perpendicular magnetic field is uniformly applied in the circular region enclosed
by the blue-dashed lines in Fig. 46, the radius ofwhich is d/

√
3. Due to the dependence of the Lorentz force onparticle velocity

and hence on particle energy, the classical dynamics depends on the energy as well. This means that, for the quantum-dot
system, as the Fermi energy is varied, the corresponding classical phase-space structure will change accordingly [386]. In
classical simulations, the electron moves effectively in free space, so its energy is given by E = mv2/2 and the cyclotron
radius is r = mv/eB, wherem is the vacuummass of the electron and v is the Fermi velocity.
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The right half of Fig. 46 shows, for a fixedmagnetic field specified by themagnetic fluxΦ/Φ0, some representative chaotic
sets for different values of the Fermi energy. For convenience of quantum calculations, the magnetic flux quanta can be used
to normalize themagnetic flux. The electron Fermi energy can also be normalized by the hopping energy in the tight-binding
model. For a fixedmagnetic-field strength, as the Fermi energy of the conducting electrons increases, the underlying chaotic
scattering dynamics in the classical limit can change its characteristics, and the quantum conductance can exhibit significant
fluctuations.

Examining the poles of the S-matrix associatedwith the non-Hermitian, effectiveHamiltonian of the interior system is the
standardway to study quantumchaotic-scattering systems [387–391],which is effectively a random-matrix based approach.
In the presence of amagnetic fieldwhere time-reversal symmetry is broken, the non-HermitianHamiltonian can be regarded
as being drawn from GUE. The effective random-matrix type of Hamiltonian can be written as Heff = H − iΓ , where H is
the Hermitian matrix describing the scattering region andΓ describes the transition from the scattering region to the leads.
The complex eigenvalues of Heff can then be used to characterize the poles of the S-matrix [387–391]. By performing the
non-perturbative ensemble averaging, one can obtain the statistical properties of the S-matrix, e.g., distribution of resonance
width, phase shift, and delay time, etc. For example, in the regime of wide, overlapping resonances, the S-matrix elements
behave smoothly, while near a sharp resonance the S-matrix elements will change abruptly. Because of the universality of
the random matrices in describing the quantum dynamics of classically chaotic systems, close or open, the random-matrix
based theory of quantumchaotic scattering is general and can reveal universal statistical properties of the underlying system.
In Ref. [130], thematrixΓ is nothing but the self-energies that quantify the effects of the open leads on the otherwise closed,
Hermitian system through the Green’s functions, and such self-energy terms can be calculated explicitly when the scattering
system is specified. The approach is thus capable of yielding a concrete form of the non-Hermitian Hamiltonian with respect
to any specific configuration of the scattering system,which offers tremendous advantages in experimental design and actual
device development based onquantumchaotic-scattering dynamics. For chaotic quantumdot systemsunder a perpendicular
magnetic field, this approach was indeed effective for understanding the fluctuation properties associated with quantum
chaotic scattering even in the absence of invariant classical phase-space structure [130].

What about conductance fluctuations when the strength of the magnetic field is allowed to vary? While in general,
the fluctuations depend on the nature of the corresponding classical dynamics, i.e., integrable or chaotic. In quantum-dot
systems, when a strong magnetic field is present, signatures of classical dynamics can disappear and universal scaling
behaviors emerge. For example, a systematic study [147] of transport through various integrable and chaotic graphene
quantum dot systems revealed that, in the parameter plane spanned by the perpendicular magnetic flux and the Fermi
energy, there are regions of regular and random conductance oscillations, respectively. As the Fermi energy or the magnetic
flux is changed, the fluctuations can be either regular or random, implying a kind of ‘‘coexistence’’ of regular and irregular
conductance fluctuations as a single physical parameter is varied. This has implications to experiments, where a significant
issue is how conductance fluctuations are affected by the size of the quantumdot in the presence of a perpendicularmagnetic
field. For example, in the experimental study [392] of quantumdots of size ranging from0.7µmto 1.2µm, the authors found
nearly periodic conductance oscillations as the magnetic-field strength is varied. The frequency of the oscillation pattern,
the so-called magnetic frequency, was found to follow a scaling relation with the edge size of the dot [392]. In another study
of the magnetic scaling behavior in graphene quantum dots [159,393], it was found that for small dots of edge size less
than 0.3 µm, the magnetic frequency exhibits a scaling relation with the dot area. Focusing on a dominant set of scarred
orbits and examining the resulting conductance oscillations revealed [147] that, for graphene quantum dots, below the first
Landau level, the conductance exhibits periodic oscillations with the magnetic flux and with the Fermi energy. In fact, the
magnetic frequency scales linearly with the dot size. However, the energy frequency, the inverse of the variation in the
Fermi energy for the conductance to complete one cycle of oscillation, scales inversely with the dot size. Beyond the regime
of periodic conductance oscillations, new sets of scarred orbits emerge and evolve as successive Landau levels are crossed,
eachwith its own period, leading to random conductance fluctuations. The remarkable feature is that these scaling behaviors
are independent of the nature of the underlying classical dynamics, i.e., regular or chaotic.

5.6. Conductance stability in chaotic and integrable graphene quantum dots doped with random impurities

In the development of nanoscale quantum devices, an important issue is stability against random perturbations such as
various types of impurities. While the impurities can be reduced to certain extent through the improvement and refinement
of the underlying fabrication process, it is of interest to uncover alternativemechanisms to enhance the device stability. This
subsection shows that classical chaos can be exploited to generate devices that are relatively more stable in the quantum
regime than those exhibiting integrable dynamics in the classical limit.

The issue of conductance stability in graphene quantum dots was studied in Ref. [394], where the effects of an ensemble
of random impurities of systematically varying strength on some appropriately averaged value of the conductance were
investigated. It is convenient to focus on the average conductance over the corresponding single-mode Fermi-energy range.
This energy range is classically small but quantum mechanically large, rendering applicable semiclassical treatment of the
scattering dynamics [172]. To contrast the role of classical dynamics, two types of geometric domains were chosen for the
dot region: stadium and rectangle, which generate classical chaotic and integrable dynamics, respectively. As the strength of
the random impurities is increased from zero, the average conductance will decrease due to localization of wavefunctions.
However, it was found [394] that the integrable dot system exhibits a much faster decrease in the average conductance than
that for the chaotic dot system, implying a stronger conductance stability for the latter.
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Fig. 47. Dependence of the average conductance on the Fermi energy and impurity strength. (a,b) Three-dimensional plot of the conductance versus
the Fermi energy and the impurity strength for classically chaotic and integrable dots, respectively. (c,d) The corresponding contour plots. (e) Two cases of
resonance-like phenomenon for the chaotic geometry for E/t ≈ 0.115 (red solid line), 0.233 (blue dashed line). (f) Conductance resonance for the integrable
geometry for E/t ≈ 0.185. (g,h) Examples of localized states in absence of any random impurity for the chaotic and integrable cases, respectively. The device
structural parameters are: lead width w ≈ 36.92 Å, dot width d ≈ 78.7 Å, and dot length l ≈ 151.94 Å. (i) Conductances versus the Fermi energy of the
chaotic (red solid line) and integrable (blue dashed line) devices without impurities. For both devices, the width of the first transmission mode is about
0.24t . The conductance unit is G0 = 2e2/h.
Source: From Ref. [394] with permission.

Fig. 47(a) and (b) show, for classically chaotic and integrable geometries, respectively, typical behaviors of the ensemble-
average conductance versus the Fermi energy and the impurity strength. The corresponding contour plots are shown in
Fig. 47(c) and (d). For fixed energy values, two types of behaviors arise in the variation of the conductance with the impurity
strength: (1) the conductance increases first as the impurities become stronger, reaches a maximum, and then decreases,
and (2) the conductance decreases monotonically with the impurity strength. The first case is somewhat counterintuitive,
as exemplified in Fig. 47(e) for E/t ≈ 0.115, 0.233 for the chaotic dot. This ‘‘stochastic’’ resonance-like phenomenon had
been reported [146], where the initial conductance enhancement can be attributed to the breakdown of the edge states in
graphene by weak impurities. However, for strong impurity the quantum states are localized, reducing the conductance.
When such a resonance phenomenon occurs, the conductance value for the zero impurity case must be close to zero. That
is, when the system is free of any random impurity, the system is already in some localized state, providing a ‘‘room’’ for
impurity to break the state and consequently to enhance the conductance. Two examples of the localized states in the
absence of any impurity are shown in Fig. 47(g) and (h), respectively, for the chaotic and integrable dots. If, for certain Fermi
energy, in the absence of any impurity the quantum state is not localized so that the conductance has a relatively large
value, introducing impurities into the system can only serve to reduce the conductance, ruling out any possible increase in
the conductance and consequently the ‘‘stochastic’’ resonance phenomenon.

To address the conductance stability and to better understand the effect of the interplay between random impurities and
classical dynamics on conductance, the average conductance was calculated [394] as a function of the impurity strength.
Concretely, for a fixed value of the impurity strength, the conductance over the Fermi energy in the range defined by the
first transmission mode of the graphene dot was averaged, which is about 0.24t . For the dot parameters as in Fig. 47, the
normalized average conductance is shown in Fig. 48(a), where the blue and red curves correspond to the integrable and
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Fig. 48. Effect of lead width on conductance stability. Average conductance over the energy range of the first transmission mode of the lead versus the
impurity strength for (a) lead width w ≈ 36.92 Å and (b) lead width w ≈ 15.62 Å. The blue (dashed) and red (solid) curves correspond to classically
integrable and chaotic dot structures, respectively. The quantity ⟨G⟩0 = ⟨G⟩(W = 0) was used to normalize the average conductance. Note that ⟨G⟩0 should
be distinguished from the natural conductance unit G0 .
Source: From Ref. [394] with permission.

chaotic cases, respectively. One can see that, as the impurity strength is increased, the average (or overall) conductance
decreases monotonically for both cases. However, for the chaotic dot, the slope of the decreasing trend is smaller than that
for the integrable dot. This behavior persists with respect to variations in the device parameters. For example, Fig. 48(b)
shows a case with the lead width reduced to w ≈ 15.62 Å. These results indicate that the conductance of the chaotic dot is
more ‘‘stable’’ with respect to variations in the strength of random impurities.

A semiclassical theorywas developed [394] to qualitatively explain this phenomenon and an understandingwas obtained
based on the random matrix theory through analyzing the local density of states in the dot region and the energy level
statistics in the corresponding closed system. These findings strongly advocate the use of chaotic geometry in quantum dot
structures, which is consistent with previous results in nonrelativistic quantum chaos on smooth conductance fluctuations
in classically chaotic systems. Classical chaos has the benefit of bringing in greater stability to both nonrelativistic and
relativistic quantum devices.

5.7. Chaotic scattering in Dirac fermion systems

Electron dynamics in graphene can be treated as relativistically quantum only approximately, as they are not exactly
governed by the Dirac equation due to the existence of the non-equivalent valleys. This is especially the case for etched
graphene quantum dot or confined geometries with abrupt edge terminations, in which inter-valley scattering can be
substantial. Chaotic scattering in open graphene systems studied based on the discrete-lattice calculations is thus relativistic
quantum only in an approximate sense. Therefore, to study ‘‘real’’ relativistic quantum chaotic scattering based on the
continuous Dirac equation is necessary for uncovering generic phenomena. Moreover, results on the scattering problem
obtained through the Dirac equations can explain some of the transport properties in 2D Dirac material systems, providing
a deeper understanding of the associated unusual physics.

In the relativistic quantum realm, a unique scattering process can arise from the Klein paradox in the presence of an
electrostatic potential barrier, with which particles can penetrate through an arbitrary height barrier in a non-evanescent
way. With the peculiar linear dispersion relation for massless Dirac fermions, a strong incident-angle-resolved scattering
behavior can arise from the barrier interface, where backscattering is generically absent at normal incidence while there is
a sizable reflection probability upon increasing the incident angle. Classically, distinct types of scattering trajectories can
be defined in terms of the nature of the underlying classical dynamics: integrable or chaotic. For example, an electrostatic
potential defined two-dimensional scatterer of circular shape hosts regular trajectories resulting from continuous boundary
scattering with a fixed angle of incidence, while the one of the stadium shape sustaining chaotic dynamics eventually will
allow the particle tomeet the boundary interface at normal incidence. Intuitively, onemight expect unconventional quantum
manifestations of classically integrable and irregular dynamics as a result of Klein tunneling based scattering.

There have been efforts to address the problem of relativistic quantum chaotic scattering in the presence of Klein
tunneling [140,142,395,396], where the Dirac equation for classically integrable and chaotic scatterer geometries is solved
with an emphasis on the electrostatic confinement issue of massless Dirac fermions. In particular, based on the transfer-
matrix scheme for a prototypical two-terminal setupwith an electrostatic gate defined scatterer of a particular dot geometry
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embedded between two leads [140], Brouwer and collaborators demonstrated that perfect electrostatic confinement can be
achieved if the classical dynamics are integrable and the quantum dynamics are separable, but classically chaotic dynamics
can destroy confinement. Subsequently, a more powerful matrix Green’s function method was developed to solve the
scattering problem [395], where resonant scattering was studied and the unexpected behavior of persistent scattering
resonances were uncovered in the limit of weak coupling regime for classically chaotic dynamics. This phenomenon
contradicts the classical intuition. The main difference associated with classically integrable and chaotic dynamics lies in
the scaling of the resonance width as a function of the coupling to the leads. For example, for the chaotic stadium shaped
system, the width is proportional to the coupling for all resonances. However, for the integrable disk scatterer, the width
varies as (2l + 1)’th power of the coupling, where l > 0 denotes the well-defined angular momentum channel. In a
follow-up study [142], it was argued that the difference is caused by the underlying nontrivial π Berry phase leading to
the non-vanishing half-integer values of the quantized total angular momenta, which excludes zero angular momentum
states associated with normal incidence at the boundary. The argument was supported through the compensation of the
Berry phase with the tunable Aharonov–Bohm phase arising from an applied magnetic flux. For the particular case where
the two phases precisely cancel each other, the unexpected resonance behavior totally disappears for the chaotic stadium
dot geometry, which is expected from a classical point of view. A subsequent study based on the density of states (instead
of the two-terminal conductance) provided consistent results [396].

For massless Dirac fermions, in addition to scattering in the presence of Klein tunneling from a scalar type of poten-
tial, unconventional and potentially interesting scattering processes can arise when the system is subject to physically
meaningful perturbations that have no counterparts in nonrelativistic quantum systems. For example, in systems that
exhibit the superconducting-proximity effect, the resulting Dirac–Bogoliubov–de Gennes Hamiltonian allows one to define
topologically nontrivial scatterers respecting both particle–hole and chiral symmetries. Itwas found that the preserved chiral
symmetry can have a nontrivial effect on chaotic scattering, which is characterized by a significant dependence of the delay
time or density of state distributions on the number of the emergent topological modes [397]. In (2+1) dimensions, either
a massive type or a magnetic skyrmion-type of scatterer can cause skew scattering of massless Dirac fermions, which is a
typical extrinsic mechanism for the anomalous Hall effect. Such behaviors are completely absent in the Schrödinger electron
systems. At the present, the interplay between such exotic physics and classically nonintegrable dynamics is unknown.

Quite recently, a remarkable quantum scattering phenomenon in two-dimensional Dirac material systems was uncov-
ered [398] where the manifestations of both classically integrable and chaotic dynamics emerge simultaneously and are
electrically controllable. This is due to the breaking of the spin degeneracy through the Zeeman effect, leading to a vertical
split of the Dirac cone. The distinct relativistic quantum fingerprints associated with different electron spin states were
found to be due to a physical mechanism analogous to chiroptical effect in the presence of degeneracy breaking in the
new area of Dirac electron optics [399–426]. The phenomenon mimics a chimera state in classical complex dynamical
systems [427–434], but here in a relativistic quantum setting — henceforth the term ‘‘Dirac quantum chimera’’, associated
with which are physical phenomena with potentially significant applications such as enhancement of spin polarization,
unusual coexisting quasibound states for distinct spin configurations, and spin selective caustics. It was argued [398] that
experimental observations of these phenomena are possible through, e.g., optical realizations of ballistic Dirac fermion
systems.

6. Role of chaos in relativistic quantum resonant tunneling

6.1. Relativistic quantum tunneling — an introduction

The role of classical chaos in quantum tunneling has been a topic of continuous interest in quantum chaos [174–181].
The remarkable phenomenon of chaos-regularized quantum tunneling was uncovered in 2011 [180], where it was found
that classical chaos can significantly suppress the spread in the tunneling rate commonly seen in systems whose classical
dynamics are regular. For example, consider a 2D system consisting of two symmetrical cavities connected by a 1D potential
barrier along the line of symmetry. When the classical dynamics in each cavity are integrable, for sufficiently large energy
the tunneling rate can assume many values in a wide interval. Choosing the geometry of the cavity such that the classical
dynamics become chaotic can greatly enhance and regularize quantum tunneling.

Heuristically, the phenomenon of regularization of quantum tunneling by chaos can be understood, as follows. When
the potential barrier is infinite, each cavity is a closed system with an infinite set of eigenenergies and eigenstates. Many
eigenstates are concentrated on classical periodic orbits. For a classically integrable cavity, when the potential barrier
becomes finite so that each cavity system is effectively an open quantum system, some stable or marginally stable periodic
orbits continue to exist. However, because of the classically integrable dynamics, many surviving eigenstates correspond to
classical periodic orbits whose trajectories do not encounter the potential barrier, generating extremely low tunneling rate
evenwhen the energy is comparable with or larger than the height of the potential barrier. The eigenstates corresponding to
classical orbits that interact with the potential barrier, however, correspond to relatively strong tunneling. In a small energy
interval, the quantum tunneling rate can thus spread over a wide range. However, when the classical dynamics are chaotic,
isolated orbits that do not interact with the potential barrier are far less likely and, consequently, the states associated with
low tunneling rates disappear, effectively suppressing the spread in the tunneling rate.

In this Section, three issues will be discussed: (1) relativistic quantum tunneling in fully developed chaotic systems, (2)
role of mixed (nonhyperbolic) classical dynamics in relativistic quantum tunneling, and (3) resonant tunneling in graphene
systems in the presence of chaos and electron–electron interactions.
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Relativistic quantum tunneling in fully developed chaotic systems.
The question of whether chaos can regularize tunneling in relativistic quantum systems was addressed in Refs. [134,135]

for both Dirac fermion and graphene systems, where the existence of surviving eigenstates leading to extremely low
tunneling rates was confirmed when the classical dynamics are integrable. Similar to nonrelativistic quantum tunneling,
making the cavities classically chaotic can greatly regularize the quantum tunneling dynamics. A unique feature that finds no
counterpart in nonrelativistic quantum tunneling systems is the high tunneling rate in the regimewhere the particle energy
approaches zero. This is a manifestation of the Klein-tunneling phenomenon [154,265,266]. It was demonstrated [134,135]
that the concepts of self-energies and the complex energy spectrum of the non-Hermitian Hamiltonian for the ‘‘open’’ cavity
can lead to a qualitative understanding of regularization of tunneling in chaotic relativistic quantum systems.

Role of mixed (nonhyperbolic) classical dynamics in relativistic quantum tunneling.
Nonhyperbolicity, as characterized by the coexistence of KAM tori and chaos in the phase space, is generic in classical

Hamiltonian systems. A convenient system is themushroom billiard, whose classical dynamics weremathematically proven
to be nonhyperbolic [435]. A previous study of tunneling of Dirac fermion in the mushroom billiard system revealed [135]
that the tunneling rate as a function of the energy exhibits a striking ‘‘clustering’’ phenomenon, wheremajority of the values
of the rate concentrate on a narrow region, as a result of the chaos component in the classical phase space. Relatively few
values of the tunneling rate, however, spread outside the clustering region due to the integrable component. Resonant
tunneling of electrons in nonhyperbolic chaotic graphene system was found to exhibit a similar behavior. The analytic
solutions of the Dirac equation in certain integrable domains, in combination with physical arguments, can be exploited
to gain a theoretical understanding of these phenomena. In particular, the Dirac equation in one dimension and in a circular
ring domain can be solved analytically, based on which the concept of self-energies can be used to calculate the tunneling
rate. Because relatively few and distinct classical periodic orbits are present in the integrable component, the corresponding
relativistic quantum states can have drastically different behaviors, leading to a wide spread in the values of the tunneling
rate. In contrast, the chaotic component has embedded within itself an infinite number of unstable periodic orbits, which
provide far more quantum states for tunneling. Due to the nature of chaos, these states are characteristically similar, leading
to clustering of the values of the tunneling rate to a narrow band.

Resonant tunneling in graphene systems in the presence of chaos and electron–electron interactions.
In realistic physical systems,many-body interactions, especially electron–electron interactions, can lead tomany striking

phenomena of fundamental importance. A resonant tunneling system made of graphene taking into account the electron–
electron interactions can be described by the Hubbard Hamiltonian. A large number of eigenenergies and eigenstates were
then calculated [136], revealing a class of localized states with near-zero tunneling rate in the integrable systems. These
states are not the edge states typically seen in graphene systems, but the consequence of many-body interactions. A physical
analysis based on solutions of the Dirac equation confirmed that this is indeed the case [136]. It was then demonstrated that,
when the geometry of the system is modified to one with chaos, the localized states are effectively removed, implying that
in realistic situationswheremany-body interactions are present, classical chaos is capable of facilitating quantum tunneling.
These results on the interplay among relativistic quantum mechanics, many-body interactions, and classical chaos, besides
their importance to fundamental physics, can be useful for developing nanoscale devices such as graphene-based resonant-
tunneling diodes.

6.2. Effect of fully developed chaos on relativistic quantum tunneling

6.2.1. Calculation of tunneling rate in relativistic quantum systems
We consider the setting of resonant tunneling in which a potential barrier U(r) with height U0 divides a symmetric cavity

into two equal parts. The ratio of the width of the barrier and the width of the left part is much smaller than one (e.g., 1/24).
For nonrelativistic quantum resonant tunneling, due to the geometric symmetry in the double-well systems, the eigenstates
are either symmetric or antisymmetric about the central barrier. A symmetric/antisymmetric pair means that, on one side
of the double well, the eigenfunctions completely overlap, while on the other side, the eigenfunctions differ by the factor of
−1. The tunneling rate can then be defined as the energy splitting∆E between the symmetric and antisymmetric eigenstate
pairs [134,180,181], which can be seen, as follows. Let ψS and ψA denote a symmetric and antisymmetric eigenstate pair.
Define a new state ψ(t) = ψSe−iES t/h̄ + ψAe−iEAt/h̄. At time t = 0, ψ(0) = ψS + ψA describes a state in which the particle
can be found only on one side of the double well. Let this state evolve. At time t0 = π h̄/∆E, where∆E = |ES − EA|, one has
ψ(t0) ∝ ψS − ψA, which means that the particle has tunneled to the other side of the well.

The difficultywith Dirac fermion systems is that there is no clear criterion to separate the symmetric/antisymmetric pairs
from other mixed states. A symmetric state is not necessarily paired with a corresponding antisymmetric state. Moreover,
for massless Dirac fermions, because of the violation of the time-reversal symmetry [93], the reflection symmetry is broken.
As a result, the eigenstates do not have to be symmetric or antisymmetric. In such a case, a more general definition of the
tunneling rate for relativistic quantum systems is necessary.

A heuristic method to calculate the resonant tunneling rate for relativistic quantum systemswas introduced [134]. For an
arbitrary symmetric double-well system, one first picks a random linear combination of the eigenstates (spinors), denoted as
ψ =

∑
nanψn(r), where typically n runs over a small set, and it can be just one state. This is feasible because of the availability
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Fig. 49. A general method to calculate the tunneling rate in Dirac fermion or graphene systems. (a) For any eigenstate ψn , one renormalizes the spinor
wavefunction localized to the left of the potential barrier, which leads to a new wavefunction ψ(t = 0). (b) Time evolution of probability for particle to be
observed in the left part of the billiard, PL(t). Tunneling rate is defined as R ≡ 1/∆T .

of methods that allow the eigenstates of the Dirac equation in an arbitrarily closed domain to be solved (Section 2). An
example is shown in Fig. 49(a), where only one eigenstate is selected. Next, one keeps only the left side of ψ , and sets the
right side and the barrier part ofψ to zero. The state is renormalized and it is denoted as ψ̄ =

∑
nānψ

L
n(r), where ān’s are the

renormalized coefficients, and ψ L
n(r) = ψn(r) for r at the left well, and ψ L

n(r) = 0 otherwise. The state ψ̄ is then allowed to
evolve in time. It is convenient to express it in terms of the linear combination of all eigenstates: ψ̄ =

∑
mbmψm(r), where

the summing indexm runs through all eigenstates. The coefficients bm can be calculated as

bm =
∫
D
ψ∗mψ̄dr =

∫
L
ψ∗m

∑
n

ānψ L
ndr =

∑
n

ān

∫
L
ψ∗mψndr, (186)

where D and L are the integration domains of the whole double well and of the left well, respectively. The time evolution of
the state ψ̄ is given by ψ̄(t) =

∑
mbmψme−iEmt/h̄. Typically only one eigenstate is selected, i.e., there is only one ān that is

nonzero. If all the states are symmetric or antisymmetric, there will be two nonzero bm’s only, e.g., n and its corresponding
antisymmetric or symmetric pair, which is the case for nonrelativistic quantum systems. For a relativistic quantum system,
there are in general several nonzero bm’s. Because the particle state is initially confined within the left well, to characterize
the tunneling process of this state, one can calculate the probability that the particle is found in the left well with respect
to time: PL(t) =

∫
L |ψ̄(t)|2dr . An example of the probability evolution is plotted in Fig. 49(b). The tunneling rate R is found

at the time when PL(t) reaches minimum for the first time, i.e., R ≡ 1/∆T , as shown in Fig. 49(b). This definition is general
because, for resonant tunneling in nonrelativistic quantum systems where symmetric/antisymmetric eigenstate pairs do
exist, it reduces to∆E used in, e.g., Ref. [180].

6.2.2. Relativistic quantum resonant tunneling in integrable and fully chaotic double potential well systems
The effects of fully developed chaos on relativistic quantum resonant tunneling were studied [134]. Fig. 50 shows the

generalized tunneling rate R versus the normalized energy E/V0 for a massless Dirac fermion in the double-well barrier
system for two types of geometry: one classically integrable and another fully chaotic. For the integrable geometry, there
are states with extremely low tunneling rates, as indicated by the arrow in the upper panels of Fig. 50. These correspond
to the states localized nearly entirely in the left or right side of the potential barrier, which ‘‘survive’’ the tunneling process
between the two sides, as indicated by the accompanying pattern of local density of states (LDS). In nonrelativistic quantum
transport, these are effectively quantum pointer states [156–158,436]. In relativistic quantum systems, both components of
the underlying Dirac spinor exhibit a heavy concentration of the probability in orbits along which particles travel vertically
back and forth on either side, parallel to the barrier. For the fully chaotic geometry, while signatures of pointer states can still
be found, they are weak as compared with those in the integrable counterpart, as shown by the LDS patterns in the lower
panels of Fig. 50. Analogous behaviors occur when the entire cavity is made of graphene, as shown in Fig. 51. Thus, for both
Dirac fermion and graphene systems, classical chaos can greatly suppress the spread in the quantum tunneling rate, as in
nonrelativistic quantum systems [180].

A phenomenon common to Dirac-fermion and graphene resonant tunneling systems is that, for small energies, pointer
states are far less likely than in nonrelativistic quantum systems. In fact, in both types of relativistic quantum systems, the
tunneling rate can be quite large even in the small energy regime, as shown in Figs. 50 and 51. This is the direct consequence
of Klein tunneling [154,265,266], which finds no counterpart in nonrelativistic quantum mechanics where the tunneling
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Fig. 50. Tunneling rates and patterns of local density of states for massless Dirac fermion in integrable and chaotic double-well systems. The Dirac spinor
has two components, denoted as φ and χ . The barrier height U0 is about 60 in the unit system h̄ = c = 1. For the rectangle double well, the width and the
height are set to be 2 and 1, respectively. The bow-tie chaotic shape is obtained by cutting the rectangle with three arcs such that the cut parts are all 0.3
measured on both sides of the baseline and central vertical line of the rectangle. The ratio of the left well width to the barrier width is 24:1 for the rectangle.
Source: From Ref. [134] with permission.

rate tends to zero as the energy is decreased to zero [180]. Although both Dirac fermion and graphene systems show almost
identical relativistic behaviors at low energies and in both systems the phenomenon of chaos regularization can occur, there
is still a difference between them. In particular, the Dirac equation describes a single massless Dirac fermion. However, for
a graphene system in the low energy limit, the two electron states at different atoms (commonly called A and B) in a unit
cell can be regarded of as the two states of a massless quasi-particle’s pseudo-spin, and there are in fact two such massless
particles, due to the two distinct Dirac points. In the presence of a spatially short-range potential, there is coupling between
the two Dirac points.

6.3. Relativistic quantum tunneling in nonhyperbolic chaotic systems

6.3.1. Nonhyperbolic dynamics in the classical limit
The mushroom billiard exhibits a mixed phase space and the distribution of the recurrence time is algebraic, a typical

characteristic of nonhyperbolic Hamiltonian systems [171,437]. It is one of the few Hamiltonian systems for which
these features can be proven rigorously [435], and the corresponding nonrelativistic quantum tunneling dynamics was
studied [374]. As shown in the top row of Fig. 52, in the classical limit, there are stable and marginally stable periodic orbits,
as well as chaotic orbits. The study of the phase-space dynamics is facilitated by the fact that the collisions with the billiard
walls follow the simple rule of reflection, so a discrete-time billiard map can be derived with two dynamical variables: the
boundary arc length from the left corner of the mushroom cap and the incident angle of the collision point. Representative
phase-space maps are shown in the bottom panel of Fig. 52. There are two regions in the physical space responsible for
the integrable dynamics: one corresponding to the semicircle πR and the two boundary segments R− r in which there are
periodic orbits around the mushroom cap (type-I orbit in Fig. 52), and another located within the two boundary segments h
for small incident angles (type-IImarginally stable periodic orbit in Fig. 52). The area of the latter in the billiardmap increases
with the length of themushroom stem.When the incident angle becomes sufficiently large on the stem part (or small on the
cap part) of the boundary, the trajectories are chaotic, covering both parts of the mushroom, as shown as the type-III orbit
in Fig. 52.

6.3.2. Relativistic quantum manifestation of nonhyperbolic classical dynamics: clustering of tunneling rate
Fig. 53 shows the relativistic quantum tunneling rates versus the energy for a mushroom double-well system. Four

representative points of different levels of tunneling are identified, which correspond to four characteristically different
classical orbits in the mushroom billiard. In particular, the group of points with the highest tunneling rates, e.g., the red
dot marked by (a), are associated with the states concentrating in the stem of the mushroom, as shown by the associated
eigenstates in Fig. 53(a). These states correspond to the classical trajectories of type-II in Fig. 52. Fig. 53(b) shows another
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Fig. 51. Tunneling rates and LDS patterns in integrable and fully chaotic graphene double-well systems. For graphene, there are two distinct types of atoms
in a unit cell, denoted as A and B. The tight-binding model was used to calculate the eigenstates. The barrier height is fixed at U0 ∼ 0.67t . After converting
to the h̄ = c = 1 unit system, the geometric measures and the barrier potential are the same as those for Fig. 50.
Source: From Ref. [134] with permission.

Fig. 52. Nonhyperbolic classical dynamics of the mushroom billiard. The mushroom billiard consists of a semicircular cap and a rectangular stem. The top
row shows three different types (I, II, III) of classical trajectories: stable, marginally stable periodic, and chaotic orbits. The bottom panel depicts the discrete
time map in the phase space defined by the boundary arc length and the incident angle. The regions separated by the red vertical dashed lines correspond
to the line/arc boundary segments marked in (II).
Source: From Ref. [135] with permission.

type of states, those that circulate around themushroom cap, which correspond to the classical trajectory of type-I in Fig. 52.
The tunneling rates for this class of states are somewhat intermediate. Fig. 53(c) shows an eigenstate with a relatively
low tunneling rate, which is a state localized on the narrow regions near but parallel to the potential barrier, leading to
extremely small probability for the state to cross the barrier. No classical periodic orbits can be identified to correspond
to such states [135], due to the potential barrier along the symmetric line of the billiard. Overall, the cases in Fig. 53(a–c)
correspond to the integrable component of the classical dynamics. Because of the large variation in the structure of the
classical orbits in the integrable component, there is a wide spread in the relativistic quantum tunneling rate. In contrast,
eigenstates corresponding to chaotic orbits are ‘‘similar’’ in the sense that they tend to spread over the entire classically
allowed region in the billiard domain. As a result, the variation in their tunneling rates is significantly reduced. One such
eigenstate is shown in Fig. 53(d). Since the chaotic orbits are uncountable (versus countable orbits belonging to the integrable



L. Huang et al. / Physics Reports 753 (2018) 1–128 83

Fig. 53. Typical behaviors of tunneling rates and eigenstates for a massless Dirac fermion in the mushroom billiard. The billiard parameters are r = 0.25R
and h = 0.6R. The height and width of the potential barrier are U0 = 60 and w = 0.15, respectively. The first and second rows of patterns show the
intensity distributions of the φ and χ components of the Dirac spinor, respectively. The four red points in the tunneling-rate plot (upper panel) correspond
to the patterns for (a) a marginally stable periodic orbit of type-II, (b) a stable periodic orbit of type-I, (c) an orbit with extremely low tunneling rate, and
(d) a chaotic orbit of type-III.
Source: From Ref. [135] with permission.

component), a large number of eigenstates with similar values of the tunneling rate exist, leading to clustering of the
rates into a relatively narrow band, as indicated in Fig. 53. The clustering phenomenon persists when the geometry of the
mushroom is varied [135], e.g., by decreasing or increasing the size of the rectangular stem relative to the radius of the
semi-circle. For those cases, an examination of the corresponding classical phase map revealed that shrinking the width of
the mushroom stem makes regular trajectories bouncing between the two walls of the stem more pronounced [135]. This
leads accordingly to more pronounced relativistic quantum eigenstates. In contrast, enlarging the stem width makes the
formation of such ‘‘stem states’’ more difficult, leading to values of the tunneling rate significantly smaller than those in the
clustered band.

A similar clustering phenomenon occurs for mushroom billiard of the same geometry but made entirely of graphene, as
shown in Fig. 54. The apparently similar tunneling phenomena presented in the graphene system, however, should not be
mixed with those in the single massless Dirac fermion system. For treating graphene systems, field theoretical frameworks
were developed [438–440], as well as semiclassical approaches [441–444].

The placement of the clustering bands separated by the dashed lines in Figs. 53 and 54 are heuristic because, for any given
small energy interval, the values of the tunneling rate associated with the chaotic orbits are ‘‘embedded’’ and ‘‘mixed’’ with
some values due to the localized states in the integrable component. It is thus not possible to have a ‘‘clear-cut’’ of the values
of the chaotic tunneling rate. Nonetheless, the clustering band has two features. First, the width of the band apparently
increases with energy. This feature is in fact shared by nonrelativistic quantum tunneling in chaotic domains, where it was
observed [180] that the variance of the tunneling rate in amovingwindow increaseswith the energy,which can be explained
by using Berry’s random-phase approximation [445] for eigenstates in a fully chaotic domain. Second, for E → 0, the values
of the tunneling rate do not approach zero, in dramatic contrast to nonrelativistic quantum tunneling. This is due to the
unique relativistic quantum phenomenon of Klein tunneling [154].

6.3.3. Physical theory for relativistic quantum tunneling in classically nonhyperbolic systems
General framework. The concept of self-energy from quantum transport theory [369,377] can be exploited to obtain a
physical understanding of relativistic quantum tunneling in classically nonhyperbolic chaotic systems [135]. Themushroom
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Fig. 54. Tunneling rates and representative eigenstates for mushroom billiard made entirely of graphene. The dimensions of the graphene system and the
barrier height and width are proportional to those of the Dirac fermion tunneling system in Fig. 53, but the first and the second rows of patterns represent,
instead of Dirac spinors, the A and B atoms in the graphene unit cell. The eigenenergies and eigenstates were calculated by using the standard tight-binding
Hamiltonian for the closed graphene system. The legend is the same as that in Fig. 53.
Source: From Ref. [135] with permission.

domain consists of two closed symmetric wells coupled through the potential barrier along the line of symmetry. For a
given state localized in one well, the tunneling rate is effectively the decay rate of Dirac fermion into the other well. For
convenience, the left well can be denoted by superscript (1), and the barrier together with the right well by superscript (2),
as shown in Fig. 55. The Dirac equations for the whole double-well system can then be written in terms of the Hamiltonians
for regions (1) and (2), H1 and H2, respectively,[

H1 V12
V21 H2

][
ψ (1)

ψ (2)

]
= E

[
ψ (1)

ψ (2)

]
, (187)

where Vij are the couplingmatrices. If the left well were itself closed, i.e., if it were surrounded by an infinitely high potential,
the equation would become H1ψ

(1)
= E1ψ (1). For a finite potential, the effect of coupling with the right well can be treated

as an equivalent self-energy termΣR:

(H1 +Σ
R)ψ (1)

= Eψ (1), (188)

where

ΣR
= V12GRV21

is the self-energy due to the barrier and the right well, and

GR
=

1
E + iη − H2

is the retarded Green’s function for region (2). The self-energy term is generally non-Hermitian, leading to complex energy
values [377]. For each eigenstate of the left well, the energy shift can be obtained through the first-order perturbation theory
as

⟨ΣR
⟩ = ⟨ψ (1)

|ΣR
|ψ (1)
⟩, (189)
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Fig. 55. Setting for developing a physical theory for relativistic quantum resonant tunneling in themushroombilliard system. Shown is a schematic diagram
of the division into subregions for theoretical calculation of the tunneling rate.

Fig. 56. One-dimensional ‘‘toy’’ resonant tunneling model. Schematic diagram for one-dimensional tunneling of a massless Dirac fermion.

which is typically complex. The real part of the energy shift changes the oscillating frequency of the corresponding eigenstate,
while the imaginary part, denoted by γ , introduces a decay factor exp(−c0γ t/h̄) in the time evolution of the probability,
which describes the escaping rate of the Dirac fermion from the left well to the right. Since the whole system is still closed,
γ only describes the transient event that the particle tunnels from left to right, whereas recurrences from right to left are
ignored. If one lets the right well be infinitely long so that there is no reflective wave, the situation becomes a single left well
coupled with an semi-infinite electron waveguide (or lead) through the potential barrier, and γ will then be the tunneling
rate for the single left-well system.

For nonrelativistic quantum tunneling, the self-energy ΣR and the complex eigenvalues of the non-Hermitian Hamil-
tonian H1 + Σ

R can be calculated through the Green’s function formalism. Even for graphene described by a tight-binding
Hamiltonian, this approach can be used. However, for open fermion systemdescribed strictly by theDirac equation, a Green’s
function formulation is yet to be developed. Thus for a general geometry such as the nonhyperbolic mushroom billiard or
even a domain in which the classical dynamics are fully chaotic, the tunneling rate γ cannot be calculated analytically.
Nonetheless, for certain integrable geometry, γ can be calculated. To gain insights, a one-dimensional analytic example was
studied [135] to illustrate the calculation of γ . Furthermore, the example can be used to show the agreement among the
three methods to calculate the tunneling rate based on: (1) ∆T , (2) ∆E, and (3) γ . A two-dimensional analysis can then be
carried out to demonstrate the wide spread in the tunneling rate for classically integrable domains.

One-dimensional example. In one spatial dimension where a narrow potential barrier of finite height is placed at the center
of an infinite potential well, the tunneling rate can be calculated exactly, with the result that it does not depend on the
energy. In particular, consider the system shown in Fig. 56. Despite its simplicity, the system possesses some important
properties of relativistic quantum tunneling such as the large tunneling rates for small energies due to the phenomenon of
Klein tunneling. The starting point is to solve the one-dimensional Dirac equation

(−ih̄cσx∂x)ψ = (E − U)ψ (190)
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separately for the two closed systems. For the left well of width Lx, U = 0, so the solution is

ψ (1)
n (x) =

1
√
Lx

exp(i
π

4
)

⎡⎣ cos(knx−
π

4
)

i sin(knx−
π

4
)

⎤⎦ , (191)

where kn = (n+1/2)π/Lx. For the right part, the barrier has widthW and U = U0, and the right well has width L and U = 0.
One obtains the solution

ψ (2)
n (x) =

{
A1eiκnxu+ + A2e−iκnxu−, barrier,
A3eiknxu+ + A4e−iknxu−, right-well,

(192)

where kn = E/(h̄c) = [U0W/(h̄c)+ (m+ 1/2)π ]/(L+W ), κn = kn − U0/(h̄c), u+ = (1, 1)T and u− = (1,−1)T are bases for
the spinor, and the coefficients Ai are determined by the boundary conditions. This is a combined solution for E < U0 and
E > U0. The junction between the left and right wells where the coupling occurs is the region of interest. What is needed is
a Green’s function on a discrete lattice, having lattice points spaced by a, between two points along the x-axis. The energy
shift can be expressed in the discrete lattice as

⟨ΣR
⟩ = ψ (1)†

n (Lx − a)V12GR(Lx + a, Lx + a)V21ψ
(1)
n (Lx − a), (193)

where x = Lx is the junction between the left well and the barrier, and the coupling is given by V12 = V †
21 = −ih̄cσx. It is

necessary to compute the Green’s function

GR(Lx + a, Lx + a) =
∑
n

ψ
(2)
n (Lx + a)ψ (2)†

n (Lx + a)
E + iη − h̄ckn

. (194)

To eliminate the reflection back to the left well, one can let the right well be infinitely long, i.e., L→∞, so the summation
changes to an integration∑

k

→
L+W
π

∫
dk. (195)

Note that |A1|
2
= 1/[4(L+W )], which cancels the L+W factor in Eq. (195). The value of the Green’s function at x = Lx + a

becomes

GR
→

1
2π

∫
∞

0
dk

I2 +Mk

E + iη − h̄ck
, (196)

where I2 is the 2× 2 identity matrix and

Mk =

[
sin(2κa) i cos(2κa)

−i cos(2κa) − sin(2κa)

]
. (197)

The integral over I2 diverges, but the imaginary part of the integral is finite, which eventually contributes to γ . This imaginary
contribution turns out to be−h̄cη/(2πLxE). To calculate the integral for the components ofMk, one can define

S =
∫
∞

0
dk

sin(2κa)
E + iη − h̄ck

,

C =
∫
∞

0
dk

cos(2κa)
E + iη − h̄ck

. (198)

The rate γ can be expressed in terms of these integrals as

γ = −
(h̄c)2

2πLx
[cos(2ka)Im(C)− sin(2ka)Im(S)]−

h̄cη
2πLxE

. (199)

Evaluating the integrals S and C and using E ≈ E1 = h̄ckn, one gets

γn = −
h̄c

4πLx
Im
[
2Ci(−2kna− iδ) cos

(
4kna−

2aU0

h̄c
+ iδ

)
(200)

+

[
π + 2Si(2kna+ iδ)

]
sin
(
4kna−

2aU0

h̄c
+ iδ

)]
−

h̄cδ
4πaLxkn

,

where δ ≡ 2aη/(h̄c), and Ci(x) and Si(x) are cosine and sine integrals defined as

Ci(x) = γ0 + ln(x)+
∫ x

0

cos(t)− 1
t

dt,

Si(x) =
∫ x

0

sin(t)
t

dt,
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where γ0 is the Euler–Mascheroni constant. For small values of a and η, one has

Im[Ci(−2kna− iδ)] ≈ −π/2[1+Θ(h̄ck− η)],

whereΘ(·) is the Heaviside step function. For k > η/(h̄c), one obtains a constant expression for γ :

γ =
h̄c
2Lx

. (201)

The coefficient c0 in the exponential-decay factor exp(−c0γ t/h̄) can be determined by considering the symmetry of the
double-well system. The components of the spinor solution ψ = (ψ1, ψ2)T can be divided into two types: symmetric and
antisymmetric. It is convenient to set the origin at the center of the double well, so for the first component ψ1, symmetric
and antisymmetric solutions require ψ ′1(0) = 0 and ψ1(0) = 0, respectively. The second component is symmetric when
the first is antisymmetric, and vice versa. It is convenient to name the symmetry type according to the first component, and
compute the energy levels for E < U0. For symmetric and antisymmetric states, the energy levels are

ES =
WU0/2+ (nS + 1/4)h̄cπ

Lx +W/2

EA =
WU0/2+ (nA − 1/4)h̄cπ

Lx +W/2
,

respectively, where nS, nA ∈ Z. Because these energy levels are equally spaced, the energy spacing between symmetric and
antisymmetric states is

∆E =
h̄cπ

2Lx +W
. (202)

Comparing ∆E with the expression of γ in Eq. (201) and noting that Lx ≫ W , one obtains the coefficient c0 = π . Fig. 57
shows both ∆E and πγ in comparison with the results from direct numerical evaluation of ∆T . It can be seen that πγ
calculated from the equivalent systemusing the self-energymethod agreeswith the numerics quitewell, demonstrating that
the tunneling rate is nearly constant for all energies in one dimension. Due to the unique relativistic quantum phenomenon
of Klein tunneling, the tunneling rate remains large even for E → 0.

Resonant tunneling in a two-dimensional Dirac fermion system with circular geometry. In two dimensions, analytic solution of
the Dirac equation cannot be obtained in general, due to the entanglement of the two Cartesian coordinates in the first-order
Dirac equation. The problem is solvable only for certain types of boundary conditions via separation of variables. One solvable
case is the circular boundary condition. Fig. 58 shows a ring with a thin concentric ring-shaped barrier in it, which makes it
a double-well system. When all four radii are large, the system is topologically equivalent to a rectangular double well with
periodic boundary condition in one direction. To solve the two-dimensional Dirac equation (−ih̄cσ̂ ·∇)ψ = (E − U)ψ , one
needs to use the polar coordinates (r, φ). With the relation ∂x ± i∂y = exp(±iφ)(∂r ± i∂φ/r), the general solutions can be
written in the following form:

ψn = einφ
[

Zn(λr)
sgn(E − V )ieiφZn+1(λr)

]
, n = ±1,±2, . . . (203)

where Zn(x) = AJn(x)+ BYn(x) is a linear combination of the first- and second-kind Bessel functions, and λ = |E − U | /(h̄c).
The ring double-well domain can be separated into two parts: the inner ring [denoted by superscript (1)] and the outer

part [denoted by superscript (2)] consisting of the barrier and the outer ring. The asymptotic form of the Bessel functions
can be used to obtain an analytical expression for the energy levels for x≫ |n2

− 1/4|,

Jn(x) ∼

√
2
πx

cos(x−
nπ
2
−
π

4
), (204)

Yn(x) ∼

√
2
πx

sin(x−
nπ
2
−
π

4
). (205)

Applying two boundary conditions at r = R1, R2 and normalization leads to the solution for the inner ring for large radii:

ψ (1)
m,n = N

1
√
r
einφ

[
sin(km(r − R2)+ 3π/4)

−ieiφ cos(km(r − R2)+ 3π/4)

]
, (206)

where

km =
(m+ 1/2)π
R2 − R1

,

m = 0, 1, 2, . . . , andN = [2π (R2−R1)]−1/2. Since the eigenenergy h̄ckm does not depend on the angular quantumnumber n,
all different angular modes are degenerate for a single energy level. This happens when the ring is infinitely large, where the
radial functions have the trigonometric form and the variation of the functions become periodic so that the energy levels are
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Fig. 57. Theoretical and numerical tunneling rates for a 1D massless Dirac fermion resonant tunneling system. Shown are two theoretical curves:∆E from
the energy spacings between symmetric/antisymmetric eigenstate pairs for the whole double-well system, and πγ from the self-energy method. Inset
shows a zoom-in view for E/U0 ∈ [0.3, 0.5], where the γ curve overlaps with the γ (k≫ δ) curve.

Fig. 58. Schematic picture of a two-dimensional ring domain for which the Dirac equation is analytically solvable. Topologically, for Ri → ∞, the ring is
equivalent to a rectangle with periodic boundary conditions in the vertical direction. The shaded regions denote the potential barrier of height U0 .

equally spaced. However, if the original radial solutions for the finite ring system were to be used, the energy levels would
be found through the zeros of the integer-order Bessel functions, and thus have decreasing spacings. In that case, because
the different integer-order Bessel functions differ in zeros, the eigenenergies are non-degenerate. For the outer part, the
solutions combining E < U0 and E > U0 are

ψ
(2)
ℓ,n =

⎧⎪⎪⎨⎪⎪⎩
N

1
√
r
einφ

[
sin(κℓ(r − R2)+ π/4)

−ieiφ cos(κℓ(r − R2)+ π/4)

]
N

1
√
r
einφ

[
sin(kℓ(r − R4)+ 3π/4)

−ieiφ cos(kℓ(r − R4)+ 3π/4)

] , (207)

where

kℓ = [(R3 − R2)U0/(h̄c)+ (ℓ+ 1/2)π ]/(R4 − R2),

and κℓ = kℓ − U0/(h̄c). Similar to one dimension, the Green’s function at the coupling boundary R2 + a is

GR(r, φ; r, φ′)
⏐⏐⏐
r=R2+a

=

∑
n

∑
ℓ

ψ
(2)
ℓ,n(r, φ)ψ

(2)†
ℓ,n (r, φ′)

E + iη − h̄ckℓ
. (208)

Letting the outer boundary be infinite, one can turn the summation over kℓ into an integration:

GR
→

∑
n

ein(φ−φ
′)

(2π )2R2

∫
∞

0
dk

M ′k
E + iη − h̄ck

, (209)
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where

M ′k =
[
1+ sin(2κa) ie−iφ

′

cos(2κa)
−ieiφ cos(2κa) ei(φ−φ

′)
[1− sin(2κa)]

]
. (210)

The energy shift is given by

⟨ΣR
⟩m =

∫
dφ
∫

dφ′ψ (1)†
m,j (φ)V12GR(φ;φ′)V21ψ

(1)
m,j(φ

′), (211)

where ψ (1)
m,j(φ

′) is evaluated at r = R2 − a. To calculate the coupling matrix, one uses

σ̂ ·∇ =

[
0 e−iφ

eiφ 0

]
∂r +

[
0 −ie−iφ

ieiφ 0

]
∂φ

r
, (212)

and obtains the matrix as a function of r . The integral over the coordinates φ and φ′ is∫ 2π

0
dφ
∫ 2π

0
dφ′ei(j−n)(φ−φ

′)
= (2π )2δjn, (213)

so the summation over n can be simplified. The final expression for the rate γ is exactly the same as in one dimension,
i.e., Eqs. (199) and (201). The reason for the identical rate γ as in one dimension largely owes to the degeneracy of the
angular modes. Because all tangent modes are degenerate for one specific energy level that depends on the radial function
only, one cannot separate this system from a truly one-dimensional system.

While the two-dimensional solution is a special case where the large r asymptotic form of the radial functions can be
exploited, the general solution for circular boundaries is different because, for a certain energy level, the degenerate angular
modes require an infinite Ri condition. However, for finite rings, different angularmodes are associatedwith different energy
levels. Thus, the tunneling rates for a finite ring have awide spread instead of a single straight line. In order to obtain the rate
γ for a finite-size ring, it is necessary to solve the eigenstates numerically. Using the general solution for a finite inner ring,
Eq. (203), the normalization of the eigenstates, and the boundary conditions Zn+1(kmRi)/Zn(kmRi) = ±1 at r = Ri (i = 1,2),
one can find the roots km for each angular mode n numerically. To eliminate reflection, it is necessary to set R4 to be infinite.
As a result, there are an infinite number of terms of kℓ in Eq. (208). A strategy to deal with the difficulty is to set a threshold
kmax for the summation, and the criterion for choosing a proper value kmax is the quality of the orthogonality,∑

{ℓ:kℓ<kmax},n

ψ
(2)
ℓ,n(r)ψ

(2)†
ℓ,n (r ′) ≈ I2δ2(r − r ′). (214)

As the number of eigenstates ℓ below kmax increases, the computation burden increases as ℓ2. For fast computation, one
can consider two approximated results for the outer part: one that uses the analytical solution of the Green’s function in
Eq. (209), and another that uses a relatively larger outer ring to numerically evaluate the rates.

Some representative γ values are shown in Fig. 59. It can be seen that the tunneling rates of the angular modes for the
same energy level (e.g. k0 and k4 in Fig. 59) separate and spread into a wide range, instead of clustering together as a single
point, which is the case in one dimension and two-dimensional rings with infinite radii. An alternative approach is to choose
a large but finite value of R4 and compute the tunneling rate γ numerically. Again there is a wide spread in γ , and there
are extremely small values of γ , corresponding to survival states from the opening process of the originally closed left well
(inner ring) when a finite potential barrier is introduced into the system.

6.4. Quantum tunneling in the presence of electron–electron interactions

In most works in quantum chaos, the standard setting was that of single-particle quantum dynamics, whereas many-
body effects such as electron–electron interactionswere ignored.While therewere previous studies of the interplay between
many-body interactions and classical chaos [202–205,446,447], thesewere exclusively for non-relativistic quantum systems
described by the Schrödinger equation. To investigate the effect of chaos on relativistic quantum systems with many-body
interactions was thus an outstanding problem.

An initial attempt was made [136] to study relativistic quantum resonant tunneling in the presence of many-body
interactions by using the standard Hubbard model with on-site repulsive Coulomb interactions for graphene systems.
This paradigmatic model to treat interacting particles in a lattice was originally proposed [206] to describe the transition
between conducting and insulating systems. For electrons in a solid, comparing with the conventional tight-binding model
representing a single electron Hamiltonian, the Hubbard model contains a potential term to include the many-body effect
through the mechanism of on-site Coulomb interaction [448,449]. There has been a great deal of interest in the Hubbard
model due to its relevance to frontier problems in condensed matter physics such as high-temperature superconductivity
and the trapping of ultracold atoms in optical lattices [448]. It was found [136] that, while the Hubbard model is muchmore
challenging and sophisticated than the tight-binding model, it can serve as a paradigm to gain significant physical insights
into many-body relativistic quantum manifestations of distinct types of classical dynamics.



90 L. Huang et al. / Physics Reports 753 (2018) 1–128

Fig. 59. Theoretical analysis of a two-dimensional, ring-type of relativistic quantum resonant tunneling system. Shown is the theoretical rate γ , where n
denotes the angular quantum number, and ki is the i’th energy level for all n. The eigenstates of the inner ring are found numerically, while the Green’s
function values for the outer part are calculated analytically. The radii and potential are R1 = 5, R2 = 10, R3 = 10.2, R4 →∞, and U0 = 5.

Resonant tunnelingwas studied [136] for four types of geometrical domains that lead to classically integrable (rectangle),
nonhyperbolic (mushroom), or fully chaotic (stadium or bowtie) dynamics. The sizes were chosen such that the domains
contain approximately the same number of carbon atoms. To gain physical insights, one can consider the class of integrable
systems of rectangular shape. Since thewhole system is closed, the eigenenergies and eigenstates can be calculated from the
mean-field Hubbard Hamiltonian. A surprising finding was the emergence of a class of eigenstates with near zero tunneling
rate [136]. In particular, for such an eigenstate, the spin-up and spin-down wavefunctions are typically separated, i.e., the
spin-up electrons reside in only one potential well while the spin-down electrons reside in the other. As a result, if the
initial state is spin-up in one potential well, it is localized and will stay in the same well practically for an infinite amount of
time with little quantum tunneling. When the potential term characterizing the on-site Coulomb interactions is removed,
such localized states no longer exist, indicating that they are the result of electron–electron interactions and consequently a
distinctmany-body phenomenon. An approximate theory can be derived based on the simplified picture of one-dimensional
tunneling of massless Dirac fermions to explain the physical origin of the localized states [136]. When the geometrical
shape is that of stadium or bowtie so that the classical dynamics are chaotic, the localized states are effectively removed
and there is substantial tunneling. This means that, classical chaos is capable of destabilizing the localized states. For the
mushroom domain that generate nonhyperbolic classical dynamics, due to the chaotic component, quantum tunneling
can be regularized and enhanced. From the standpoint of device development such as graphene-based resonant-tunneling
diodes, the localized states present an obstacle to effective tunneling and such states are therefore undesirable. From this
perspective, classical chaos may be regarded as advantageous.

6.4.1. Specification of integrable, fully chaotic, and nonhyperbolic domains
For a meaningful comparison, four domains of approximately the same size were considered [136]. The geometric

parameters of these domains are specified in Fig. 60. The size of the rectangular domain is L = 161a = 22.86 nm (armchair
boundaries) and D = 85a = 12.05 nm (zigzag boundaries), where a = 1.42 Å. The total number of atoms is N = 10,692. For
the stadium billiard, the parameters are L = 22.862 nm, D = 12.052 nm, and N = 9452. The underlying classical dynamics
are chaotic but with an infinite number of neutrally stable periodic orbits, corresponding to particles bouncing back and
forth vertically at the rectangular portion of the billiard. The third type is a bowtie billiard, which is cut from a rectangle
graphene sheet of 14.5 nm by 7.2 nm by circles of radius r = 32.7 nm, and the domain contains 10,946 carbon atoms. For
the bowtie billiard, the classical dynamics are fully chaotic (hyperbolic) with all periodic orbits being unstable. The fourth
type is a mushroom billiard with a mixed classical phase space (nonhyperbolic classical dynamics [135,435]). The radius of
the semicircle is R = 11.86 nm, and the stem of the mushroom has the sizes 11.86 nm by 5.93 nm. The total number of
carbon atoms contained in the mushroom billiard is 10,620.

In the quantum regime, classical chaos is fundamentally suppressed due to the quantum uncertainty or finite Planck
constant that effectively leads to ‘‘discretization’’ of the classical phase space. This should be contrasted to the discretization of
the physical or configuration space through a crystal lattice. In general, any such discretization scheme is incompatible with
chaos because classically, the Planck constant is effectively zero and motion can occur on arbitrarily fine scales. Therefore,
only in the limit of large geometric dimensions as compared to the lattice constant will the effect of chaos be manifested in
the quantum behaviors. For the geometrical domains shown in Fig. 60, the pertinent quantumphenomena are quantitatively
the same insofar as the system is sufficiently large, e.g., with more than 7000 atoms.
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Fig. 60. Schematic illustration of four classes of geometrical domains for graphene billiards used to study the interplay among chaos, relativistic quantum
mechanics, and many-body effect: (a) rectangle, (b) stadium, (c) bowtie, and (d) mushroom. The respective classical dynamics are integrable (a), chaotic
with neutral periodic orbits (b), hyperbolic with all periodic orbits being unstable (c), and nonhyperbolic with amixed phase space (d). The thin gray region
along a symmetric line represents the potential barrier.

For all four types of billiards, a thin potential barrier is placed along the vertical symmetric line of the system. Let x specify
the horizontal direction, the potential function can be written as U(x) = U0[Θ(x − L/2 + w/2) − Θ(x − L/2 − w/2)]/2,
whereΘ is the Heaviside step function. The following parameters were used [136] (somewhat arbitrarily): U0 = 0.766t and
w = 2.5a.

6.4.2. Calculation of resonant tunneling rate in graphene systems described by the Hubbard Hamiltonian
In Section 6.2.1, a method to calculate the resonant tunneling rate in the single-particle framework is described, based on

the time evolution of a special type of initial state localized entirely on one side of the barrier, which is constructed from each
eigenstate. When many-body interactions are included, the method needs to be modified. Especially, the interactions can
effectively be represented by a mean-field potential UH⟨ni,σ ⟩ for an electron with spin quantum number σ . With respect to
tunneling, there is then an extra potential that is different for spin up and spin down electrons. This extra potential breaks the
mirror symmetry and induces localized states with diminishing tunneling. As a result, an additional quantity, the tunneling
probability, together with the tunneling rate, is needed to fully describe the tunneling phenomena in relativistic many-body
quantum systems.

The method can be described, as follows. The mean-field Hamiltonian is given in Section 2.1.3, i.e.,

ĤMF = −t
∑
⟨i,j⟩,σ

c†
i,σ cj,σ + U(x, y)

∑
i,σ

c†
i,σ ci,σ + UH

∑
i,σ

⟨ni,σ ⟩ni,σ .

whereU(x, y) characterizes the potential barrierwithU(x, y) = U0 in the barrier region and zero otherwise,UH is a parameter
characterizing the Coulomb interaction in the mean-field Hubbard Hamiltonian. Firstly, one solves the eigenenergy values
and eigenstates {Enσ , |n⟩σ }. An arbitrary state |ψ⟩σ can then be written as a linear combination of the eigenstates: |ψ⟩σ =∑

nan|n⟩σ , where an denotes a set of normalized coefficients. Secondly, for each eigenenergy value Enσ and its associated
eigenstate, one defines a new wavefunction: ψn,σ (r), such that the corresponding probability is concentrated entirely on
one side of the barrier, say, the left side:

ψn,σ (x, y) = {
C |n⟩σ , x ≤ (L− w)/2
0, otherwise, (215)

where C is a normalization constant. This new, asymmetrical wavefunction can be expanded in the original base of
eigenstates: |ψ⟩n,σ =

∑
kbk|k⟩σ , where bk is a set of expansion coefficients given by bk = ⟨k|ψ⟩σ . The time evolution of

the wavefunction |ψ⟩n,σ is then given by

|ψ(t)⟩n,σ =
∑
k

bke−iEkt/h̄|k⟩σ . (216)

In general, bn is significantly larger than other coefficients. Depending on the original state, there can be two, three, or a
few coefficients that are well separated from the rest of the coefficients that are negligible. As a result, the summation of
Eq. (216) can effectively be evaluated using a small number (usually tens) of states with appreciable coefficients.

From Eq. (216), one can write the left-well probability PL
σ (t) as

PL
σ (t) = ⟨ψ(t)|ψ(t)⟩Ln,σ =

N∑
k,k′=1

bkbk′⟨k|k′⟩Lσ e
−i(Ek′−Ek)t , (217)
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Fig. 61. Emergence of polarization of spin wavefunctions associated with confined states. Representative eigenstates associated with spin-up (red/solid
curves) and spin-down (blue/dashed curves) electrons: (a) probability density profile of the 5849’th eigenstate at y = D/2without a potential barrier, where
it extends in both potential wells, (b) probability density profile of the 5860’th eigenstate at y = D/2 with a potential barrier of height U0 = 0.766t and
widthw = 2.5a at x = 0 (represented by the gray rectangle). In (b), there is spin polarization, i.e., spin-up electrons reside in the right well and spin-down
electrons reside in the left well. The corresponding eigenenergies are E5849 ≈ 0.6819t for (a) and E5860 ≈ 0.6924t for (b). The insets in both panels show
the corresponding LDS patterns in the entire domain. Note that the wavefunctions have a zigzag appearance because they are plotted for both graphene
sublattices (A and B). A plot of the wavefunction on one sublattice would appear more smooth.
Source: From Ref. [136] with permission.

where the upper index L indicates integration over the left well only and bk is real. Since |ψ(t)⟩n,σ can be approximated by
a few terms, the sum in Eq. (217) can be approximated by a few terms as well. From direct numerical calculation, it was
found [136] that most of the states can be approximated by either two or three eigenstates, with few exceptions.

Suppose initially one chooses a state entirely in the left well: PL(t = 0) = ⟨ψ(0)|ψ(0)⟩Lσ = 1. For t > 0, the tunneling
process begins so that the probability PL(t) decreases with time and reaches its first minimum value PL

min at time t = ∆T .
The tunneling rate is conveniently determined by [134] R = 1/∆T , where the Planck constant has been normalized to unity:
h̄ = 1. Defining ∆P = 1 − PL

min, one has that ∆P is the portion that tunnels to the right side of the barrier. The rate R and
tunneling probability∆P characterize the tunneling process completely.

Similarly, one can choose an initial state that is localized in the right-hand side of the barrier: PR(t = 0) = ⟨ψ(0)|ψ(0)⟩Rσ =
1, examine the time evaluation PR(t), and determine the tunneling rate accordingly. Due to symmetry, one has PL

σ = PR
σ̄ , so it

is necessary to focus on the tunneling from the left side for spin-up and spin-down states only to obtain a complete picture
of the relativistic quantum tunneling dynamics.

6.4.3. Polarization of spin wavefunctions associated with confined states
To gain intuition, it is useful to study confined states in the absence of any potential barrier for the rectangular geometry.

Representative results are shown in Fig. 61(a), where the profiles of the probability density in the horizontal direction for
electronswith different spins are presented. It can be seen that the confined states are not polarized, i.e., the spin-up and spin-
down wavefunctions are nearly identical in their spatial distributions in the entire domain. The small difference between
the spin-specific wavefunctions diminishes for E → t , where t is the hopping energy between two neighboring atoms.

Consider now the case where there is a narrow potential barrier at the center of the rectangular graphene flake. A
surprising phenomenon is that, due to a combined effect of electron–electron interactions and the potential barrier, there
are eigenstates in which the spin-up and spin-down electrons become strongly polarized. For example, for the case shown
in Fig. 61(b), the spin-down (up) electrons tend to focus on the left (right) side of the barrier only. While the case shown
in Fig. 61(b) corresponds to wavevector kx ≈ 2π/L, other polarized states can be found for kx ≈ πn/L (n = 4, 6, . . .).
This polarization phenomenon occurs only for the original eigenstates of even parity (n = 2, 4, 6, . . .) in the absence of
the potential barrier. For eigenstates of odd parity (n = 1, 3, 5, . . .) originally, introduction of a potential barrier does not
generate spin polarization.

The polarized states appear in pairs. For example, if there is a polarized state in which the spin-up electrons concentrate
on the left quantum well (spin-down electrons on the right well), there will be a corresponding polarized state that
somewhatmimics a reflected version of the original state, e.g., represented by awavefunction forwhich the spin-up electrons
concentrate on the right well. The energy difference between the paired states is typically small. Fig. 62(a) shows the energy
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Fig. 62. Emergence of pairwise polarized states. (a) Eigenenergy levels versus the eigenstate index. The red and blue bars with up and down arrows,
respectively, represent a pair of polarized states (n = 5760 and m = 5765), where the corresponding eigenenergies are En = 0.6203t , En+1 = 0.6204t ,
Em = 0.6235t and Em+1 = 0.6237t . The black bar without any arrow corresponds to an unpolarized state. (b, c) Probability densities for the polarized state
pairs (n, n+ 1) and (m, m+ 1), respectively. Note that the energy difference for each pair is quite small.
Source: From Ref. [136] with permission.

levels of the polarized-state pairs. The red and blue bars with arrow (indicating spins) located in the left or right side denote
that the electrons aremainly polarized in the left or rightwell, respectively. For the specific initial condition used, the average
local spin density is positive and negative at the right and left boundary, respectively. Because of the repulsive Coulomb
interaction between the electrons, the polarized state with spin-up electrons residing in the right well has a lower energy,
while its counterpart has a higher energy. Typical polarized states are shown in Fig. 62(b–c). The accumulation of edge
states contributes to the polarized average spin density (magnetic moments) of the graphene sheet. When polarization of
the confined states emerges, the polarized magnetic moments remain approximately the same. The reason is that, for each
pair, the magnetic moments of the polarized states nearly cancel each other.

The basic physical mechanism for the emergence of the localized spin-polarized states in graphene tunneling system can
be understood through the solutions of the Dirac equation governing the spinor wavefunction ψ = [ψA, ψB] corresponding
to the pseudospins. The potential term in theHamiltonian represents themean-field potential due to a combined effect of the
barrier potential and the edge potential caused by the intrinsic magnetic moments of electron spin. The Coulomb repulsive
interaction usually leads to anti-ferromagnetic steady states (mostly edge states), with net spin-up electrons residing on the
zigzag boundary on one side, while spin-down electrons residing on the other zigzag boundary. These steady states can in
turn be regarded as an effective potential that breaks the left–right reflection symmetry and the symmetry breaking can be
subdued as a shift of the system. When a potential barrier is applied, it introduces into the system a natural reference point
that makes this shift unlikely, yielding spin polarized confined states. These states often appear in pairs, so their magnetic
moments cancel each other.

6.4.4. Tunneling rate and tunneling probability of spin-polarized states
Numerical computation revealed a striking phenomenon [136]: when electron–electron interactions are present, the

tunneling probability∆P , the portion of the state that can tunnel into the other side of the barrier, can be extremely small,
e.g., ∆P ∼ 10−4, as shown in Fig. 63(a). This should be contrasted to the case of single-electron tunneling, where the value
of∆P is on the order of unity, as shown in Fig. 63(b) where∆P is typically larger than 0.75. Corresponding to the extremely
small values of∆P , the tunneling rate 1/∆T that characterizes the ‘‘speed’’ of tunneling also assumes extremely small values.
The reason that ∆P can be so small for electrons with Coulomb interactions lies in the emergence of the spin-polarized
states. In particular, in a single-electron tunneling system, because of the left–right reflection symmetry, the eigenfunction
also has an even or odd symmetry, and the probabilities for the electron to reside in the left and right wells are equal.
When renormalizing the left part of the wavefunction for the situation where the electron initially is located in the left well,
the symmetry stipulates that the electron will eventually tunnel to the right side as there is no mechanism to contain it
only within the left well. However, for the many-body case where electron–electron interactions are present, the graphene
zigzag edge at the opposite boundaries bear differentmagneticmoments, positive on one side and negative on the other side.
Spin-up and spin-down electrons will then ‘‘feel’’ different potentials at the boundaries, leading to the left–right reflection
symmetry breaking and, consequently, to the emergence of the spin-polarized states. For example, consider an eigenstate
associated with spin-up electrons residing mostly in the left well. Because it is an eigenstate, the time evolution of the
probability in the left well, PL, will be a constant and approximately equal to one. That is, it is a spin polarized and localized
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Fig. 63. Behavior of tunneling rate with classically integrable dynamics. Tunneling rate 1/∆T versus∆P for the rectangular graphene billiard (a) Hubbard
model with electron–electron interactions and (b) a single electron.
Source: From Ref. [136] with permission.

state. It can then be deduced that, for spin-up electrons in the left well initially, the associated state will have a significant
component in the spin-polarized states, with a high probability PL in the left well at all times, resulting in an extremely
small value of ∆P . For comparison, the single-electron tunneling rate was computed [136], as shown in Fig. 63(b). In this
case, while the tunneling rate can be small, the tunneling probability ∆P is generally large, e.g., ∆P > 0.75. In addition to
the strongly localized states, there are also states that are less localized, resulting in relatively larger values of ∆P . These
states can be either spin polarized or unpolarized.

An examination of Fig. 63(a) reveals that the data points can be categorized into three classes, depending on the patterns
of their distribution in the (1/∆T ,∆P) plane. The different tunneling behaviors correspond to distinct time evolutions of the
probability PL(t) for electrons in the left well. In particular, for classes I and II in Fig. 63(a), PL(t) is a cosine function, while
for class III, PL(t) is a zigzag curve.

6.4.5. Understanding of the emergence of polarized states through mean-field theory
In the system described by the mean-field Hubbard Hamiltonian, the states of electrons of spin σ are affected by the

mean-field electron density of the opposite spin ⟨ni,σ ⟩. This density has appreciable values only at the zigzag edges and it
is in fact exponentially small inside the domain [Fig. 64(a)]. As a result, effectively the electron–electron interaction can be
described by the following square potential function εσM(x) [Fig. 64(b)]:

M(x) =

{
+M0, x < ∆l
−M0, x > L−∆l
0, otherwise,

(218)

where εσ = ε↑(↓) = +1(−1) for spin up (down), M0 is the effective value of (UH⟨nσ (σ )⟩) close to the zigzag boundary, and
∆l ∼ a is the width of the effective potential. Note that the effective potentials felt by the spin-up and spin-down electrons
are opposite to each other. The overall potential for spin σ electrons can thus be expressed as Ũσ = U(x)+ εσM(x), and the
mean-field Dirac Hamiltonian near the Dirac point K (K ′) is given by

ĤK (K ′),σ = vF

(
Ũσ −i∂x ∓ ∂y

−i∂x ± ∂y Ũσ

)
. (219)

It is convenient to use small letters ϵ, ũ and m to denote the energy E, potential Ũ , and M divided by h̄vF . Note that, the
Hamiltonian with the effective potential εσM(x) no longer has the left–right reflection symmetry. However, it has the
combined symmetry of simultaneous reflection and spin interchange. It is thus only necessary to consider spin-up electrons,
because the states of spin-down electrons can be obtained straightforwardly by the symmetry operation: ψ↓(x) = ψ↑(−x).

For the K (K ′) valley, the bulk eigenstate of the Dirac Hamiltonian Eq. (219) is given by [450]

[ψ
(′)
A , ψ

(′)
B ]

T
= eik·r

[1,∓e±iφ]T
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Fig. 64. System setup for mean-field analysis of the emergence of polarized states. (a) Illustration of a rectangular graphene domain of length L andwidth D
with a potential barrier in the middle. The zigzag and armchair edges are along the y- and x-axis, respectively. The filled red (blue) circles at the right (left)
zigzag boundaries denote the positive (negative) magnetic moments, the radii of which represent the strength of spin density. (b) The effective potential
profile Ũ↑(x) at the position y = D/2 for spin-up electrons, where the positive and negative potentials near the boundaries represent the strength of the
respective spin density, which approaches the value of M0 (−M0) at the left (right) zigzag edges in (a). The effective potential for spin-down electrons is
reversed at the boundaries as compared with that for spin-up electrons.
Source: From Ref. [136] with permission.

associated with the energy E = ±h̄vF |k|, or ϵ = ±|k|, where φ = tan−1ky/kx. Under the influence of the total potential Ũ ,
the wavevector in the x-direction becomes

kx =
√
(ϵ − ũ)2 − k2y .

The solutions of the Dirac equations for the armchair or zigzag graphene nanoribbons can be found in Refs. [105,292]. For the
armchair boundaries, thewavevector ky is relatedwith the lengthD in the ydirection by ky −→ kn = nyπ/D−4π/3a0, where
ny = 0,±1,±2, . . .. For an armchair nanoribbon, kn is thus independent of the potential Ũ and kx, and the wavefunction in
the y-direction can be separated as [ψA, ψB]

T
= eikny[χA, χB]

T , where(
χA
χB

)
=

⎛⎝ 1
ϵγ
[aγ (kn − q)eqx + bγ (kn + q)e−qx]

aγ eqx + bγ e−qx

⎞⎠ . (220)

The coefficients aγ and bγ in Eq. (220) represent the amplitudes of the wavefunction in the region γ and ϵγ = ϵ − ũ is the
relative energy, where γ = L, R, C stand for the left, the right and the central barrier regions, respectively. For confined and
edge states, we have q = kx and q = ikx, respectively.

For zigzag graphene ribbons, thewave vector kx parallel to the armchair edges coupleswith kn if the potential ũ is equal to
zero or a constant. In this case, the relationship between the two wavevectors in two orthogonal directions is given by [292]

(kn − q)/(kn + q) = exp(∓2Lq),

for the K (K ′) point, respectively. A simplified condition of kx for confined states can be rewritten as [105,292] kx =
±tan−1(kx/kn) for the K (K ′) valley.
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Fig. 65. Understanding of the emergence of the polarized states through construction of equivalent, shifted wavefunctions. (a) Illustration of the shift in
the wavefunction caused by the effective potential M(x). The black vertical lines are the actual domain boundaries. The gray lines represent the effective
boundaries. The black curves show the actual probability of an evenly confined spin-up state without the potential barrier, and the red curves represent
the effective wavefunction after the ‘‘shift’’. (b, c) Anti-phase and in-phase wavefunctions for sublattice A and B, respectively, where red circles represent
the simulation results from themean-field Hubbard Hamiltonian and the gray curves are predictions from theory [Eqs. (220), (222), (223)]. The parameters
are u0 = 2.045/a,∆l = 2a,m0 = 0.2/a, and the resulting boundary shift is δ = 0.032a. The wavefunction mode in the y-direction is chosen to be ny = 16
for (b) and ny = 112 for (c). The numerical results were for the (arbitrarily chosen) states n = 5547 and 5548 for (b) and n = 5568 and 5569 for (c).
Source: From Ref. [136] with permission.

Consider first the solution in the K valley without the central barrier. In this case, kn is determined by the width D of the
domain but, due to the effective potential M(x) close to the zigzag boundaries, it is infeasible to obtain an exact expression
for kx. The width ∆l of this potential is typically much smaller than the length L of the device and is also smaller than the
wavelength in the x direction. The following approximations can then be justified. In particular, one can assume that the
ratio between the wave amplitude is a constant: aγ /bγ = −1, and the potential ũ is also a constant for the whole system,
which are valid for the case without the central potential barrier. Within distance ∆l to the boundaries x = −L/2 and L/2,
the wavefunction can then be written as(

χA
χB

)
≈ aγ

⎛⎝ 1
ϵγ
[−2q+ 2knqx]

qx

⎞⎠ (221)

by first-order linear approximation. In these regions, the only difference from the casewhere the effective potential is absent
lies in the wavevector or the wavelength, i.e., k±x =

√
(ϵ ±m)− k2n. Since, what matters here is only the phase change in

the wavefunction, one can assume that the wavevector is unchanged but the length of this potential region is changed, say,
from∆l to ∆̃l± for the right and left boundaries, respectively. One obtains

∆̃l± = (kx/k±x )∆l.

As a result, the wavevectors kγ takes on the same value as for the case without the potentialm and the only difference is the
change in the effective width,∆l. In particular, at the left boundary,∆l shrinks to ∆̃l− and, at the right boundary,∆l expands
to ∆̃l+. This is illustrated in Fig. 65(a) in the insets, which show the comparison between the real wavefunction (black solid
curve) and the effective wavefunction (red dashed curve) in the potential regions. Effectively, the system is equivalent to
a new system without the potential m, but with the boundaries shifted by a displacement δ1(2), as shown schematically in
Fig. 65(a). The effective boundary displacement can be determined as

δ1 = ∆l− ∆̃l− and δ2 = ∆̃l+ −∆l.
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Thephysicalmeaning is that thewavefunctions of spin-up electrons are shifted toward the right (positive axis) by the amount
δ = (δ1 + δ2)/2. Because of this relative shift, when a potential barrier is placed in the middle of the domain, the equivalent
system with the shift breaks the left–right reflection symmetry, which is key to the emergence of spin polarized states. If
energy ϵ is close to the potential value m, the wavevector k−x will be purely imaginary and the wavefunction near the left
boundary has an exponential form, which differs from a normally propagating wavefunction. But this has little effect on the
mean-field based analysis.

It is now feasible to consider the case where a potential barrier is placed along the symmetric line of the domain to
understand the emergence of the spin-polarized states. Say one chooses a narrow potential barrier (e.g., of width w =
2.5a = 0.016L) and places it at x = 0. From the above analysis, x = 0 is no longer the center of the equivalent system, as the
boundaries have been shifted to the right by the displacement δ so that the widths of the left- and right-side quantumwells
becomeW1 ≈ (L−w)/2− δ andW2 ≈ (L−w)/2+ δ, respectively. Equivalently, the electron–electron interaction system
with a symmetric double well structure can be transformed into a single-electron system with asymmetric double wells.

For an asymmetric double-well system, the standard wavefunctions for graphene [Eq. (220)] satisfy the boundary
conditions χ L

A(B)(−L1/2) = χ
R
A(B)(L2/2) = 0, where L1,2 = 2W1,2 + w. One obtains

bL = −aLe−ikxL1 and bR = −aR
k−n
k+n

eikxL2 , (222)

where k±n = kn ± ikx, kn = nyπ/D− 4π/3a0, and kx is to be determined. The continuity conditions at the barrier interfaces
are

χ L
A(B)(−w/2) = χ

C
A(B)(−w/2),

χR
A(B)(w/2) = χ

C
A(B)(w/2).

When Eq. (222) is applied, the equations of a = [aL, aR, aC , bC ]T can be reorganized as A · a = 0, with A given by⎛⎜⎜⎜⎜⎜⎜⎜⎝

ϵ′

ϵ
[k−n e

−ikxw/2 − k+n e
−ikx(−w/2+L1)] 0 −k−n e

−iβw/2
−k+n e

iβw/2

e−ikxw/2 − e−ikx(−w/2+L1) 0 −e−iβw/2 −eiβw/2

0
ϵ′

ϵ
[k−n e

ikxw/2 − k−n e
−ikx(w/2−L2)] −k−n e

iβw/2
−k+n e

−iβw/2

0 eikxw/2 −
k−n
k+n

e−ikx(w/2−L2) −eiβw/2 −e−iβw/2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

where β =
√
k2n − ϵ′2, ϵ

′
= u0 − ϵ, and u0 = U0/h̄vF is the barrier height. In order to have non-trivial solutions of a, the

matrix A should satisfy the condition det|A| = 0, which in turn solves the only unknown parameter kx. In general, a pair
of solutions can be found near 2nπ/L, where n is an integer corresponding to the mode number in each quantum well. The
final step in the analysis is to obtain the coefficients a. Solving for aL/aR, one obtains their relative values as

aL =
ϵ′

ϵ
k−n [1− e−ikx(w−L2)] − (kn + β)[1−

k−n
k+n

e−ikx(w−L2)]

aR = e(ikx+β)w{
ϵ′

ϵ
k−n [1−

k+n
k−n

eikx(w−L1)] − (kn + β)[1− eikx(w−L1)]}. (223)

The relative values of bL,R can be obtained from Eq. (222). With these coefficients, the wavefunction in the x-direction can
be obtained from Eq. (220).

These theoretical predictions can be compared with numerical results from the mean-field Hubbard Hamiltonian for
spin-up wavefunctions, as shown in Fig. 65(b–c). There is a good agreement.

6.4.6. Theory of tunneling rate of spin-polarized states
Eq. (216) gives the time evolution of the wavefunction |ψ⟩n,σ . The left-well probability PL

σ (t) is given by Eq. (217).
From direct numerical calculation, it was found [136] that most of the states can be approximated by either two or three
eigenstates. Particularly, for classes I and II (e.g., Fig. 63), one can approximate |ψ⟩k,σ by two eigenstates only:

|ψ⟩k,σ ≈ bk|k⟩σ + bk′ |k′⟩σ ,

and the expansion coefficients satisfy the relation

b2k + b2k′ ≈ 1. (224)

In this case, |k⟩σ and |k′⟩σ are symmetric pairs: |k(−x)⟩σ ≈ |k′(x)⟩σ , as demonstrated in Fig. 66(a–b). One then has

⟨ψ |ψ⟩k,σ = ⟨ψ |ψ⟩
L
k,σ = 1 ≈ bk⟨ψ |k⟩Lσ + bk′⟨ψ |k′⟩Lσ .
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Fig. 66. Tunneling of spin-up states. Shown are the time evolution of PL(t) for spin-up states corresponding to n = 5858 (a), 5826 (b) and 5692 (c), and
their projected states with the corresponding weighting coefficients. The green dashed–dotted curves are fitted from Eqs. (225) (a, b) and (226) (c).
Source: From Ref. [136] with permission.

Comparing this equation with Eq. (224), one gets ⟨ψ |k⟩Lσ ≈ bk, and ⟨ψ |k′⟩Lσ ≈ bk′ . Note that ⟨ψ |k⟩Lσ ≈ bk is equivalent
to |k⟩Lσ = bk|ψ⟩

L
σ , as the former can be obtained by multiplying ⟨ψ |

L
σ to the latter. Similarly, one has |k′⟩Lσ = bk′ |ψ⟩

L
σ .

Substituting these relations back into Eq. (217), one obtains the time evolution of left-side probability as

PL
σ (t) ≈ b2k⟨k|k⟩

L
σ + b2k′⟨k

′
|k′⟩Lσ + 2bkbk′⟨k|k′⟩Lσ cos(∆E · t)

= b4k + b4k′ + 2b2kb
2
k′ cos(∆E · t), (225)

where ∆E = Ek′ − Ek. Note that ⟨k′|k′⟩Lσ is not zero because the integration is with respect to the left well only. Thus, the
PL
σ (t) curve is a standard cosine-type function. At t = 0, one has

PL
σ = b4k + b4k′ + 2b2kb

2
k′ = (b2k + b2k′ )

2
≈ 1.

It can be seen that PL
σ (t) reaches its first minimum at∆T = π/∆E, which is

PL
σ = b4k + b4k′ − 2b2kb

2
k′ = (b2k − b2k′ )

2.

As a result, the tunneling probability into the right well is given by∆P = 4b2kb
2
k′ .

To validate the approximation used in the analysis, two typical states (k = 5858 and 5826) were chosen [136], which can
bewell approximated by two eigenstates, |k⟩σ and |k′⟩σ . The quantities bk and bk′ can then be computed and the approximate
result Eq. (225) can be compared with the accurate result Eq. (217) of the time evolution of PσL (t), as shown in Fig. 66(a,b).
There is a good agreement.

Both type-I and type-II classes have the cosine time evolution of PL
σ , but they are well separated in the (1/∆T ,∆P) plane.

The main reason lies in the phase difference between the wavefunctions on the sublattices A and B, where the phases can
have a π difference, or they can be the same, as illustrated by the eigen-wavefunctions in Fig. 66(a,b). Due to the phase
differences, the energy difference∆E (thus the tunneling rate R) differs aswell. For the eigen-wavefunctionswith anti-phase
with respect to A and B, the energy difference is considerably smaller than that for the case of identical phases, resulting in
the separation as exemplified in Fig. 63(a).
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For class III pattern, the quantity |ψ(t)⟩k,σ can be approximated by three eigenstates,

|ψ⟩k,σ ≈ bk|k⟩σ + bk′ |k′⟩σ + bk′′ |k′′⟩σ ,

where bk′′ is comparable to bk′ , and they are both smaller than bk. Normalization condition requires

b2k + b2k′ + b2k′′ ≈ 1.

For this class, the states are generally not polarized and they distribute approximately evenly in the left and right wells. One
thus has

⟨k|k⟩Lσ ≈ ⟨k
′
|k′⟩Lσ ≈ ⟨k

′′
|k′′⟩Lσ ≈ 1/2.

Substituting this relation into Eq. (217) leads to the time evolution of the left-well probability as

PL
σ (t) ≈ b2k⟨k|k⟩

L
σ + b2k′⟨k

′
|k′⟩Lσ + b2k′′⟨k

′′
|k′′⟩Lσ + 2bkbk′⟨k|k′⟩Lσ cos(∆E ′ · t) (226)

+ 2bkbk′′⟨k|k′′⟩Lσ cos(∆E ′′ · t)
≈ 1/2+ 2bkbk′⟨k|k′⟩Lσ cos(∆E ′ · t)+ 2bkbk′′⟨k|k′′⟩Lσ cos(∆E ′′ · t), (227)

where ∆E ′ = Ek′ − Ek, ∆E ′′ = Ek′′ − Ek, bk’s, ⟨k|k′⟩Lσ , and ⟨k|k
′′
⟩
L
σ can be determined numerically. A representative case is

shown in Fig. 66(c) with both the accurate result in Eq. (217) and the approximation in Eq. (226). The approximated results
agree with those from the exact calculation reasonably well. For more complicated cases that have four and more large
coefficients of bk, the approximation method remains valid [136].

6.4.7. Regularization of tunneling by chaos
The understanding of the spin-polarized confined states in the rectangular graphene indicates that many-body interac-

tions are key to the emergence of such states. These states have a significant effect on the quantum tunneling dynamics.
Especially, for the rectangular graphene billiard, not only can the tunneling rate be negligibly small (corresponding to large
values of ∆T ), but also the tunneling magnitude ∆P is near zero. While other physical factors such as the potential barrier
and the pseudospin degree of freedom of graphene also play a role in the formation of the localized spin-polarized states,
many-body interactions are the single most important factor. This is because, without such interactions, the tunneling rate
and magnitude can typically be appreciable in graphene systems of the same geometry [134]. Does this mean that, in any
realistic graphene system where many-body interactions are inevitably present, tunneling is far less likely? If this were the
case, it would be difficult to develop graphene-based tunneling device. It was found [136] that this difficulty can be overcome
by taking advantage of classical chaos. In particular,when the geometry of the domain is such that the corresponding classical
dynamics are chaotic, both tunneling rate and magnitude can be significantly enhanced, suggesting that chaotic geometries
are favorable if fast and sizable tunneling is needed. Since the effective geometrical shape of the domain can be modulated
by external means, such as atomic probe [451] or gate voltage, quantum tunneling dynamics in the presence of many-body
interactions can be harnessed by using chaos.

Fig. 67 shows the tunneling rates for a stadium-shaped and a bowtie-shaped graphene billiard. As compared with the
rectangular billiard, for both types of chaotic billiards, the points in the plot of the tunneling rates 1/∆T versus∆P in Fig. 67
are more concentrated in both dimensions. The concentration is more compact for the bowtie billiard (the ‘‘more chaotic’’
domain). Some pronounced features of Fig. 67 are the following.

Firstly, as compared with the rectangular domain, the tunneling rates associated with the chaotic domains are greatly
enhanced, e.g., from about 10−6 in Fig. 63 to about 10−4 in Fig. 67. Comparing Fig. 67(a) with Fig. 67(b), one sees that overall,
the tunneling rates for the ‘‘more chaotic’’ bowtie billiard are even larger.

Secondly, the range of∆P is reduced in the chaotic systems in the sense that, as compared with the rectangular domain,
theminimumvalue of∆P is larger and itsmaximumvalue becomes smaller. For the stadium and bowtie domains, the ranges
are from0.1 to 0.9 and from0.2 to 0.8, respectively. A common feature is that the localized stateswith extremely small values
of tunneling rate ceases to exist. Thus, the nearly perfect spin polarized states in the integrable domain have been effectively
eliminated by chaos!

Thirdly, for the integrable system, as shown in Fig. 63, the points in the plot of 1/∆T versus ∆P are grouped into three
classes. For both types of chaotic domain, as shown in Fig. 67, the points only belong to two classes. The first class is for
1/∆T ∼ 10−2, which is similar to case III for the rectangular domain in that the eigenstates are not polarized but distributed
equally between the left and right wells. It might be tempting to regard the lower points in Fig. 67 (especially in the side
panels) as corresponding to some sort of spin-polarized states. However, in contrast to the rectangular system in which the
states are either antiphase (class I) or having identical phases for A and B atoms (class II), the eigenstates for the chaotic
domains do not have such a clear cut as the relative phases assume randomized values between 0 and π .

It can then be concluded that, when electron–electron interactions are taken into account in a graphene system, chaos
can not only regularize the tunneling rate as in situations where such interactions are neglected [134,135,180], but also
regularize the polarization and mix the relative phase between the states associated with the two distinct sublattices.

For the mushroom billiard shown in Fig. 60(d) that generates classically nonhyperbolic dynamics, Fig. 68 shows the
tunneling rate 1/∆T versus∆P . The points are scattered in three regions, which are separated by the horizontal dashed lines.
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Fig. 67. Behavior of tunneling ratewith classically chaotic dynamics. Tunneling rates versus∆P for chaotic geometries: (a) stadium and (b) bowtie graphene
billiards. The green dashed horizontal line indicates the separation of the two classes of spin polarized (lower) and unpolarized (upper) states. The black
solid up- and down-triangles correspond to the typical LDS patterns in each class for spin-up and -down states, respectively.
Source: From Ref. [136] with permission.

Fig. 68. Behavior of tunneling rate with classically nonhyperbolic dynamics. Tunneling rates versus ∆P for the nonhyperbolic mushroom billiard. The
green dashed horizontal lines separate the data points into three different classes. The middle and lower classes come from the chaotic components. The
upper class is originated from the stem of the mushroom billiard. The black solid up- and down-triangles correspond to the LDS patterns for spin-up and
spin-down states in the right-side panels, respectively.
Source: From Ref. [136] with permission.
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Themiddle and lower parts are similar to the two regions for the chaotic systems in Fig. 67. Specifically, themiddle and lower
parts correspond to unpolarized and polarized states, respectively. The upper region, which is absent from both integrable
and chaotic systems, corresponds to the integrable part of themushroom billiard in the stem region. In Fig. 68, theminimum
value of∆P is about 0.3, which is larger than those for both chaotic domains. For themushroombilliard, the classical periodic
orbits generally cross both the left and the right parts, so strong polarized states are less likely to form, leading to relatively
larger values of∆P . These results are quantitatively consistent with those in absence of electron–electron interactions [135].

6.4.8. Remarks on the interplay among chaos, relativistic quantum mechanics, and many-body effects
The emergence of the spin polarized states is a combined effect of electron–electron interaction, the pseudo-spin

freedom of graphene sublattices, and the potential barrier. The localization phenomenon is somewhat similar to the
general localization effect in one-dimensional fermion systems, i.e., the addition of an arbitrary weak barrier at a given
point effectively freezes the tunneling through the barrier [452], but with a different mechanism. The single quantity to
characterize quantum tunneling dynamics, namely the tunneling rate, is insufficient for describing the tunneling behavior
associatedwith the localized spin-polarized states. In fact, tunneling strength is also necessary. For the spin-polarized states,
not only can the tunneling rate be negligibly small, but also the tunneling strength. For these states, the spin-up and spin-
down electrons are separated in space by the potential barrier. As a result, if an electron occupies a spin-up state, it will
remain so for all times. This should be contrasted to the case of absence of many-body interactions, where the tunneling
strength can typically be much larger, i.e., on the order of one.

When the geometry is changed so that the classical dynamics becomes chaotic, the spreads in both the tunneling rate
and strength are greatly suppressed. The states with extremely small tunneling rate and strength are effectively removed.
A more chaotic system has a stronger ability to regularize the tunneling dynamics. The surprising result is then that chaos
can significantly enhance tunneling in realistic situationswhere electron–electron interactions are present. This implies that
classical chaos is capable of facilitating greatly relativistic quantum tunneling, which is desired when developing nanoscale
devices such as graphene-based resonant-tunneling diodes.

The mean-field approach to solving the Hubbard model for graphene systems requires a justification. In Ref. [213], it was
indicated that the self-consistentmean-field approach is accuratewhen the Hubbard interaction strengthUH is not too large.
ForUH = 1.2t used in the study [136], it iswellwithin the regimeof validity of themean-fieldHubbardmodel, i.e.,UH ≲ 2t . In
Ref. [215], the dynamical properties of edge statemagnetism in graphene systemswere investigated. The results of static spin
polarization from the mean-field theory were also compared with those from the quantum Monte-Carlo (QMC) approach.
A main conclusion of Ref. [215] was that the results from the two approaches agree each other well in terms of the static
properties. With respect to the dynamic properties, the agreement holds but for narrow graphene ribbons. In general, the
Hubbard model is paradigmatic in that it does capture the electron–electron interactions in graphene systems and the self-
consistent mean-field approach is effective for analyzing the effects of the interactions. In fact, there was a work [453]
investigating the edge spin-polarization for large systems, e.g., 104 carbon atoms. It was found that, if the environmental
time scale τenv is much shorter than τqd, the system is pushed into the same classical Néel-like state again and again. As a
result, the state cannot decay, which is known as the quantum Zeno effect [453]. Furthermore, the analysis in Section 6.4.5
does not require perfect spin polarization at opposite zigzag edges. In the presence of quantum fluctuations, if there are
noticeable remnant edge magnetic states, which introduce left–right asymmetry to the spin electrons, the eigenstates will
be spin-polarized for the left and the right domains when a central potential barrier is present.

There are several issues associated with experimental realizations. One is the size of the potential barrier. In the
simulation [136], the width of barrier is 0.4 nm, which may be too small for a gate potential to be applied, as the current
experimental techniqueswould allow theminimumwidth of the top gate to be about 10 nm [454]. Nonetheless, based on the
theoretical prediction in Eq. (223), the spin-polarized state is not affected by thewidth of the central potential barrier: it only
depends on the ratio between the barrier widthw and device length L. This allows an experimental study of the localization
phenomenon if one enlargesw and L proportionally so thatw is sufficiently large, say, 15 nm. Another consideration is that
the barrier in an experimental realizationmay not be a square potential but with small deformation. This, however, does not
present any serious challenge because the spin-polarized states are stable due to the edge magnetic moments. As a result,
the polarized states can still exist and similar regularization effects of chaos should persist.

7. Superpersistent current in chaotic Dirac fermion systems

7.1. Persistent currents in quantum systems — an introduction

A remarkable phenomenon in the quantumworld is persistent or permanent currents (PCs) [182], i.e., currents requiring
no external voltage with zero resistance. Earlier, PCs were thought to occur only in superconductors. However, more than
three decades ago, it was theoretically predicted [182] that such dissipationless currents can emerge in normal metallic or
semiconductor ring systems subject to a central AB [183] magnetic flux. In particular, breaking of time-reversal symmetry
by the magnetic flux makes the magnitudes of the currents in the clockwise and counterclockwise directions different,
generating a net current. From a microscopic point of view, if the ring size is smaller than the elastic scattering length,
the electron motion in the entire domain will become ballistic without scattering. If the ring size is larger than the elastic
scattering length, the electron’s behavior will be diffusive with a current proportional to 1/τD, where τD is the diffusion
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time around the ring. While the environmental temperature needs to be sufficiently low to reduce inelastic scattering from
phonon–electron and/or electron–electron interactions for the currents to be observed [182,455–457], the metallic material
itself remains ‘‘normal’’ (i.e., not superconducting).

Experimentally, PCs have been observed in metallic [184–188] and semiconductor [189–191] rings in the meso-
scopic regime. Theoretical efforts were focused on the effects of bulk disorders [455,458,459], electron–electron interac-
tions [456,460,461], spin–orbital interactions [462,463], and electromagnetic radiation [464,465] on PCs, typically studied
in the diffusive regime using idealized circular-symmetric rings or cylinders. Rapid advances in nanotechnology made it
feasible to fabricate mesoscopic devices with mean free path larger than their sizes at sufficiently low temperatures (the
ballistic transport regime) [377]. The AB ring system can thus bemodeled as a quantumballistic billiard inwhich the particles
are scattered at the boundaries of the domain. As a result, the boundary shape becomes highly relevant.

PCs in nonrelativistic quantum systems are vulnerable to material impurities, which fundamentally restricts the phe-
nomenon to systems at or below the mesoscopic scale. Indeed, in real materials, disorders are inevitable, which can
dramatically reduce the phase coherent length due to enhanced random scattering. In general, randomdisorders can remove
the energy degeneracies and induce level repulsion, opening energy gaps and destroying the conducting state. As a result,
disorders in metallic or semiconductor systems, 1D or 2D, tend to diminish the persistent currents [193,195,466–470]. As
the strength of the disorder is increased, the currents decay exponentially to zero [466,470].

In experiments, uncontrollable boundary imperfections are inevitable [198,471] even when there are no bulk disorders.
It is thus of interest to study the effects of boundaries, e.g., those that generate chaos in the classical limit, on PCs. In
general, an asymmetric boundary destroys angularmomentum conservation and introduces irregular scattering. Theoretical
[192–197] and experimental [198] studies showed that, similar to the effects of bulk disorder, symmetry breaking of the
boundary can result in gap opening at the degeneracy points of the energy levels, leading to level repulsion and diminishing
conduction, a typical manifestation of classical chaos. Energy gap opening can suppress AB oscillations through pinning of
the corresponding states, giving rise to vanishing PCs. Since fully chaotic domains are associated with a strong degree of
symmetry breaking, PCs are not expected to arise in such systems [472,473]. In nonrelativistic quantum systems governed
by the Schrödinger equation, PCs are thus not robust.

An interesting question was whether, in relativistic quantum systems, PCs can arise and sustain in the presence of
symmetry-breaking perturbations. Besides the relevance of this question to fundamental physics, there was an interest
in investigating relativistic PCs in Dirac materials systems [474–486] with device implications. The theoretical works on
relativistic PCs in graphene, however, had assumed idealized circular-symmetric rings in the ballistic limit. Whether AB
oscillations and consequently relativistic PCs can persist in asymmetric rings that exhibit chaos in the classical limit was a
fundamental issue. This issue was addressed [137] where it was found that, even in the presence of significant boundary
deformations so that the classical dynamics becomes fully chaotic, robust PCs can still occur in relativistic quantum, Dirac
fermion systems, henceforth the term superpersistent currents (SPCs) [137]. Another result was that SPCs are generated by
circulating states at the domain boundaries, which are effectively chaotic Dirac whispering gallery modes (WGMs) that
carry larger angular momenta. While WGMs are common in photonic systems [487–490], its emergence in electronic and
laser systems [491–493], especially in relativistic quantum systems, was considered rare and surprising. The insensitivity of
Dirac WGMs to boundary deformations may be intuitively understood as a consequence of the zero normal flux boundary
condition required for nontrivial, physically meaningful solutions of the Dirac equation.

7.2. Superpersistent current in chaotic Dirac fermion systems

7.2.1. A prototypical model of relativistic AB system
Consider a singlemassless spin-half particle of charge−e confined by hardwalls in a domainBwith a ring topology in the

plane r = (x, y), as shown in Fig. 69. Applying a single line of magnetic flux (AB flux)Φ at its origin and utilizing an infinite
mass term outside the domain tomodel the confinement, one obtains the Hamiltonian in Eq. (11) but with the speed of light
c replaced by the Fermi velocity, where the potential V (r) defines the hard wall boundaries. Such boundaries were used in
the studies of graphene rings [251], graphene quantum dots [494], and topological insulator quantum dots [341]. The vector
potential A(r) can be chosen as any vector field satisfying ∇ × A(r) = ẑαΦ0δ(r), where ẑ is the unit vector perpendicular
to B and α ≡ Φ/Φ0 is the dimensionless quantum flux parameter. The Hamiltonian Ĥ acting on the two-component spinor
wave-function ψ(r) = [ψ1, ψ2]

T has eigenvalue E:[
−ih̄vF σ̂ · D+ V (r)σ̂z

]
ψ(r) = Eψ(r), (228)

where D = ∇ + ia is a compact notation for the covariant derivative with a ≡ 2πA/Φ0.
In Eq. (228), Vσz represents themass potential thatmakes the Klein tunneling effect irrelevant, confining amassless Dirac

fermion in a finite domain. Such a confinement itself will break the time-reversal symmetry (T -breaking) in the absence
of any external magnetic field. However, the T -breaking due to mass potential confinement is different from that due to
a magnetic field in a classical picture in which the field affects the particle orbit through the Lorentz force, so that the
geodesic motions are still characterized by straight lines within the confined domain. In the relativistic quantum theory
of electrons, magnetic field is introduced through the form of minimal coupling in the corresponding vector potential that
is different from the mass term. In the conventional (3+ 1)-dimensional spacetime, the mass itself cannot break the time-
reversal symmetry. However, in (2+1)-dimensional systems (as for two-dimensional Dirac materials such as graphene and
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Fig. 69. Illustration of a paradigmatic system for studying persistent currents. Shown is a chaotic ring domain with boundary parameterized by the arc
length s. For motion of a massless Dirac fermion inside the domain, the boundary condition is of the zero-flux type, i.e., no outward current at any point s:
j · n = 0.
Source: From Ref. [137] with permission.

topological insulators), the mass term will induce chiral anomaly and hence T -breaking. Thus, in the quantum realm, the
T -breaking caused by mass confinement also has a different origin from that due to the magnetic field [495,496].

To better understand the physical origin of the mass confinement term Vσz , one can consider a single particle in the
absence of any magnetic field and compare the following two situations: (a) the particle is in a Dirac ring with hard-wall
confinement of mass potential and (b) the particle is in a Schrödinger ring with the conventional, electrical potential (hard-
wall) confinement. Assume that the classical orbits are identical for both cases. Apparently, in case (a), the T -breaking is
intrinsic but there is no T -breaking in case (b). In fact, as indicated by Sir Michael Berry [93], the semiclassical origin of
T -breaking induced by mass confinement is quite intriguing. There can thus be unique phenomena caused by the mass
confinement Vσz in (2 + 1)-dimensional Dirac systems. In fact, this type of confinement can be experimentally realized
by exploiting the surface states of a three-dimensional topological insulator, where the mass term in the Dirac equation is
originated from a Zeeman term induced by local exchange coupling.

Some basic properties of Eq. (228) are the following. Firstly, the confinement condition of imposing an infinite mass
outsideB naturally takes into account the Klein paradox for relativistic quantumparticles and thus guarantees that the study
is conducted in the single-particle framework, which is relevant to the intrinsic physics of a single Dirac cone in graphene or a
topological insulator. Secondly, both reduced spatial dimensionwithmass confinement and appliedmagnetic flux can break
the time-reversal symmetry of Ĥ: [T̂ , Ĥ] ̸= 0 if V ̸= 0 or α ̸= 0, where T̂ = iσyK̂ and K̂ denotes the complex conjugate.
Thirdly, for V = 0 and A = 0 in Eq. (228) (i.e., free massless particle), there are plane wave solutions whose positive energy
part has the following form:

ψk(r) =
1
√
2

⎛⎜⎝exp(−i
θ

2
)

exp(i
θ

2
)

⎞⎟⎠ exp(ik · r), (229)

where k is awave vector thatmakes an angle θ with the x axis. Fourthly, by using the Dirac equation i∂tψ = Ĥψ and defining
ρ = ψ†ψ as the local probability density, one has the following continuity equation

∂tρ +∇ · [ψ†vF σ̂ψ] = 0.

It is thus natural to define vF σ̂ as the local current operator, so the local current density associated with state ψ(r) is given
by j(r) ≡ vFψ†σ̂ψ = 2vF

[
Re(ψ∗1ψ2), Im(ψ∗1ψ2)

]
.

To obtain solutions of Eq. (228) requires a proper treatment of the boundary condition. For the Dirac ring system, it
is convenient to use the infinite mass (also called Berry–Mondragon [93] or chiral bag [241,497,498]) boundary condition
Eq. (63), as shown in Fig. 69. Substituting Eq. (63) into the current density formula, one can show that the boundary current

j(s) = 2vF |ψ1|
2(− sin θ, cos θ )

is polarized along the boundary: clockwise and counterclockwise for the inner and outer edges, respectively. It is remarkable
that this polarized property is independent of the shape of the confinement potential V (r) and is thus protected from
irregular boundary scatterings, even though the magnitude of the edge current can be affected.

An analysis of the general properties of the α (magnetic flux) dependent relativistic quantum spectrum {Ej(α)}, as
determined by Eq. (228) under the boundary condition Eq. (63), reveals that the first ‘‘Brillouin zone’’ is given by [137]
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Fig. 70. A number of representative domain shapes with distinct classical dynamics and energy gap opening. Top panels: domain shape with classical
dynamics ranging from integrable (b = 0; left most panel) and mixed (b = 0.25 and 0.5; middle two panels) to chaotic (b = 1.0; right most panel). Middle
panels: nonrelativistic AB oscillations (energy–flux dispersions). Bottom panels: relativistic AB oscillations.
Source: From Ref. [137] with permission.

−1/2 ≤ α ≤ 1/2. The conformal-mapping method [5,123,151] discussed in Section 2 can be used to calculate a large
number of relativistic eigenvalues and eigenstates with high accuracy.

7.2.2. Whispering gallery modes and superpersistent currents in a chaotic domain
Irregular or chaotic boundary scattering can be generated by deforming the domain boundary so that the classical

dynamics in the ring are chaotic. For example, the circular ring domain ξ = 0.5 ≤ r ≤ 1 can be deformed by using the
mapping

w(z) = h[z + 0.05bz2 + 0.18b exp(iω)z5],

where ω = π/2, b ∈ [0, 1] is the deformation parameter that controls the classical dynamics. As the value of the parameter
b is increased from zero to unity, the deformed ringwill undergo a transition from being regular tomixed and finally to being
fully chaotic. The normalization coefficient

h = 1/

√
1+

b2

200
(1+ ξ 2)+

81b2

500
(1+ ξ 2 + ξ 4 + ξ 6 + ξ 8)

guarantees that the domain area is invariant for arbitrary values of the deformation parameters {b, ω, ξ}. Four representative
domains are shown in the top row of Fig. 70 where, classically, the left most domain is integrable, the right most domain
is fully chaotic, and the two middle domains have a mixed phase space. The middle and bottom rows of Fig. 70 show the
lowest 10 energy levels as a function of the quantum flux parameter α (energy–flux dispersion), for Schrödinger and Dirac
particles, respectively. It can be seen that Ej(α) = Ej(−α) holds for the Schrödinger particle, but for the Dirac fermion, the
symmetry is broken: Ej(α) ̸= E(−α). However, for both nonrelativistic and relativistic spectra, one has Ej(α) = Ej(α+1). For
the circular-symmetric ring (b = 0), AB oscillations in the energy levels have the period Φ0 (i.e., α = 1) and there are level
crossings. Making the domain less symmetric by tuning up the value of the deformation parameter b leads to classical mixed
phase space (regular and chaotic), and eventually to full chaos (b = 1). It can be seen that, for the Schrödinger particle,
the emergence of a chaotic component in the classical space leads to opening of energy gaps, generating level repulsion
and flattening the AB oscillations associated with the corresponding eigenstates. However, for the Dirac fermion, the AB
oscillations are muchmore robust against asymmetric deformations. Especially, for the fully chaotic case, AB oscillations for
the Schrödinger particle disappear almost entirely while those for the Dirac fermion persist with amplitudes of the same
order of magnitudes as for the integrable case.

Robust Dirac WGMs can arise in the fully chaotic AB ring domain. For low energy levels, the Schrödinger particle is
strongly localized in the domain, as shown in Fig. 71(a–c), leading to a flat energy–flux dispersion. However, the Dirac
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Fig. 71. Localized states in Schrödinger and whispering gallery modes in chaotic Dirac ring domains. Shown is the probability distribution of the 10th
eigenstate for (a–c) nonrelativistic and (d–f) relativistic AB chaotic billiard for α = −1/4, 0, 1/4, respectively.
Source: From Ref. [137] with permission.

Fig. 72. Behaviors of the persistent currents in Schrödinger and Dirac ring domains. Shown are persistent currents as a function of the quantum flux
parameter α associated with the five lowest states (including spin) for nonrelativistic (a,b) and relativistic (c,d) rings. The domain is integrable for (a,c) and
chaotic for (b,d).
Source: From Ref. [137] with permission.

fermion typically travels around the ring’s boundaries, forming relativistic WGMs that persist under irregular boundary
scattering due to chaos and are magnetic-flux dependent, as shown in Fig. 71(d–f). Conventional wisdom for Schrödinger
particle stipulates that asymmetry in the domain geometry canmix/couplewell-defined angularmomentum states, opening
energy gaps and leading to localization of states, so AB oscillations would vanish. However, for Dirac fermion, this picture
breaks down — there are robust AB oscillations even in the fully chaotic domain and the particle tends to execute motions
following the WGMs.

The robust AB oscillations in the chaotic Dirac ring lead to SPCs. The total persistent current can be calculated at zero
temperature through [182,251] I(α) = −

∑
j(∂Ej/∂α), where the sum runs over all occupied states with Ej > 0. Due to

the periodicity in the energy: Ej(α) = Ej(α + 1), the current is also periodic in α with the fundamental period α = 1.
Fig. 72 shows, for the nonrelativistic (top panels) and relativistic (bottom panels) rings, PCs resulted from the lowest five
states (including spin) in regular (left column) and chaotic (right column) rings. It can be seen that, for classical integrable
dynamics, PC oscillations display a common sawtooth form. However, at zero flux, PC is zero for the nonrelativistic ring
[Fig. 72(a)], while it has a finite value for the relativistic counterpart due to the breaking of the time-reversal symmetry. In
the chaotic ring, the oscillations become smooth due to level repulsion in the corresponding energy–flux dispersion pattern.
As a result, PCs carried by the Schrödinger particle practically vanish as compared with the integrable ring but the Dirac
fermion still carries a persistent current with amplitude of the same order of magnitude as that for the integrable system
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Fig. 73. Setting of analytic model to understand SPCs. Shown are incident, reflected and transmitted local plane waves at a potential jump.
Source: From Ref. [137] with permission.

— SPCs. Intuitively, SPCs carried by the Dirac fermion as an ‘‘exceptional’’ magnetic response are associated with the chaotic
Dirac WGMs exemplified in Fig. 71.

7.2.3. Origin of whispering gallery modes and superpersistent currents
The origin of the ‘‘exceptional’’ magnetic response of the chaotic Dirac fermion can be understood through the behavior

of the current carried by the particle at the boundary interface. An analytic understanding was obtained to predict the
occurrence of Dirac WGMs and, consequently, SPCs [137], where the following setting was used: a plane wave incident
obliquely on a straight potential jump V (x, y) given by

V (x, y) =
{
0, x < 0
V0, x > 0, (230)

as shown in Fig. 73. The incident wave ψ i is described by the wave vector

k0 = (k cos θ0, k sin θ0),

the reflected wave ψ r by

k1 = (k cos θ1, k sin θ1),

and the transmitted wave ψ t by

u = (iq, K ),

where θ1 = π − θ0 and K ≡ k sin θ0, q has different forms for Schrödinger and Dirac systems. The situation of interest is
where the energy of the incident wave satisfies E < V0, which corresponds to total reflection.

The wave in region I (x < 0) can be written as

Ψ I(r) = ψ i(x, y)+ Rψ r (x, y),
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and that in region II is

Ψ II(r) = Tψ t (x, y),

where the coefficients R and T are to be determined by matching the waves at x = 0. For comparison, it is necessary to treat
the Schrödinger scalar wave and Dirac spinor wave separately.

Schrödinger scalar plane wave. For the nonrelativistic quantum system as shown in Fig. 73(b), one has, in region I (x < 0),

Ψ I
S =

(
eikx cos θ0 + Re−ikx cos θ0

)
eiky sin θ0 ,

and in region II (x > 0),

Ψ II
S = Te−qxeiKy,

where q and K are related to each other through

q =

√
2m(V0 − E)

h̄2 + K 2; E =
h̄2k2

2m
,

with m denoting the mass of the particle. Matching the waves and their derivatives at x = 0, one gets

R =
k cos θ0 − iq
k cos θ0 + iq

= e−2iβ ,

T =
2k cos θ0

k cos θ0 + iq
= 2 cosβe−iβ ,

where the parameter β is defined via

tanβ =
q

k cos θ0
; 0 ≤ β ≤

π

2
.

Given the wave function ΨS(r), the associated probability current density is

JS(r) =
h̄

2mi

[
Ψ

†
S (r)∇ΨS(r)− c.c.

]
,

where c.c. denotes the complex conjugate. One obtains, in region I,

J IS

⎧⎪⎨⎪⎩
(J IS)x =

h̄k cos θ0
m

[1− |R|2] = 0;

(J IS)y =
h̄k
m

sin θ0 [2+ 2 cos(2kx cos θ0 + 2β)] ;
(231)

and in region II,

J IIS

⎧⎨⎩ (J IIS )x = 0;

(J IIS )y =
h̄K
m
|T |2e−2qx =

h̄k sin θ0
m

4cos2βe−2qx.
(232)

In region I, the y component of the probability current is the sum of two terms: (1) the term resulting from the sum of
the currents associated with the incident and reflected waves, and (2) the term containing the factor cos(2kx cos θ0 + 2β)
that accounts for the interference between the incident and reflected waves. In region II, the probability current is also
parallel to the y-axis, and it decays exponentially in the x-direction as an evanescent wave. Note that (J IIS )y → 0 as q→∞
(i.e., V0 →∞).

Planar Dirac spinor wave. The relativistic system shown in Fig. 73(c) can be treated in a similar manner. Expressing the wave
in terms of massless spinor planar waves that are solutions of the Dirac equation, one has, in region I (x < 0),

Ψ I
D =

1
√
2

{(
e−

1
2 iθ0

e
1
2 iθ0

)
eikx cos θ0+ R

(
e−

1
2 iθ1

e
1
2 iθ1

)
e−ikx cos θ0

}
eiky sin θ0 ,

and in region II (x > 0),

Ψ II
D =

T
√
2

(
−iχ1
χ2

)
e−qxeiKy,

where

χ1 =

√
(V0 + E)(q− K )

V0q− EK
; χ2 =

√
(V0 − E)(q+ K )

V0q− EK
,
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and

q =

√
V 2
0 − E2

h̄2v2F
+ K 2; E = vF h̄k,

with vF being the Fermi velocity.
Matching boundary conditions at x = 0, one gets

R =
iλ− eiθ0

i− λeiθ0
= ei(2γ+θ0−

π
2 ),

where the parameters γ and λ are defined through

tan γ =
χ1 − χ2 sin θ0
χ2 cos θ0

=
1− λ sin θ0
λ cos θ0

,

λ =
χ2

χ1
=

√
(V0 − E)(q+ K )
(V0 + E)(q− K )

=
V0 − E

h̄vF (q− K )
=

h̄vF (q+ K )
V0 + E

,

and

T =
1
χ2

[
e

1
2 iθ0 + Rie−

1
2 iθ0
]
=

2 cos γ
χ2

ei(γ+
θ0
2 ).

For the spinor wave ΨD(r) describing a Dirac fermion in two dimensions, the corresponding probability current density
is

JD(r) ≡ vFΨ
†
D (r)σ̂ΨD(r) = 2vF

(
Re[ψ∗1ψ2], Im[ψ∗1ψ2]

)
,

where σ̂ = (σx, σy) and ΨD = [ψ1, ψ2]
T. One has, in region I,

J ID

{
(J ID)x = vF (1− |R|

2) cos θ0 = 0;

(J ID)y = vF [2 sin θ0 + 2 sin (−2kx cos θ0 + 2γ + θ0)] ;
(233)

and in region II,

J IID

⎧⎨⎩
(J IID)x = 0;

(J IID)y = vF |T |
2χ1χ2e−2qx = vF

4cos2γ
λ

e−2qx.
(234)

Eqs.(231)–(232) and Eqs. (233)–(234) indicate that there are identical behaviors in the normal current densities (i.e., the
x-component) for the nonrelativistic and relativistic rings, but there is a significant difference in the transverse current
density (i.e., the y-component). In particular, for E/V0 → 0 (the hard-wall limit), one has (J IS)y|x=0 ≡ (J IIS )y|x=0 → 0 for the
nonrelativistic case, while (J ID)y|x=0 ≡ (J IID)y|x=0 → 2(1 + sin θ0) for the relativistic case. In addition, it can be seen from
Eqs. (231)–(232) that (JS)y is antisymmetric (odd function) with respect to θ0 so that its average over all possible incident
angles, J̄yS ≡

∫ π/2
−π/2 dθ0(JS)y, is zero. The averaged transverse current density J̄yD in the relativistic counterpart, however, tends

to a finite value in the hard-wall limit. A schematic comparison of the y component of the probability current density J at
the interface (x = 0) as a function of the incident angle θ0 and the magnitude of the reduced incident energy E/V0 between
the Schrödinger and Dirac systems is shown in Fig. 74. It can be seen that the nonrelativistic transverse current density (JS)y
is antisymmetric with respect to θ0, leading to zero contribution to J̄yS , while the relativistic transverse current density (JD)y
is a nonnegative monotonic function of θ0, so there exists a finite transverse current even for a fully chaotic ring when all
possible incident angles are taken into account. Such a finite averaged transverse current density J̄yD withmagnitude one half
themaximummakes it possible to form chaotic Dirac whispering gallerymodes that carry considerable directional currents.
This is the mechanism for the phenomenon of SPCs.

While Eqs. (233) and (234) appear different in form, at the interface (x = 0) they give exactly the same current
density. For V0 → ∞, the hard-wall boundary condition is restored (the infinity-mass boundary condition). Physically the
counterintuitive phenomenon can be understood, as follows. The incoming wave from the free region (mass term V = 0) is
spin polarized along its momentum (current) direction. After entering the potential region, a finite mass term acting on σz
will change the direction of the spin and hence affect the current via the spin-momentum locking term k · σ. The relevant
Hall-like phenomenon associatedwith the T -breakingmass potential has been uncovered in a recentwork [499]. In addition,
the results do not depend on the special form of thewave function in region II (although such a symmetric form is convenient
for analysis). In fact, the same results were obtained [106] when choosing the wavefunction to have the form∼ [1, C(E)]T .
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Fig. 74. Behaviors of the current density in nonrelativistic and relativistic quantum potential jump systems. Shown is a comparison of the y-component of
the current density (coded by colors) as a function of the incident angle θ0 and the height of the reduced potential barrier E/V0 between (a) nonrelativistic
and (b) relativistic potential jump systems at the interface (x = 0). (c) The y-component of the current density averaged over all possible incident angles θ0
as a function of E/V0: blue (red) curve is for the nonrelativistic (relativistic) system and the black curve denotes the theoretical estimation of the relativistic
system based on Eq. (234) with the assumption E/V0 ≪ 1. In both cases, the values of the current density have been normalized by the respective maxima.
Source: From Ref. [137] with permission.

7.3. Experimental scheme and robust relativistic qubit

A possible experimental scheme to observe and characterize Dirac WGMs and SPCs is, as follows. A 3D topological
insulator supports a (2D) gapless state on its surface, with low-energy excitations described by the massless Dirac
Hamiltonian [108,109] Ĥsurface = −ih̄vF σ̂ · ∇, where σ̂ represents the real spin. The surface electronic structure is similar
to that of graphene, except that there is only a single Dirac point. Different from graphene, the Dirac surface states of a
topological insulator are associated with strong spin–orbit interactions. In spintronics applications of topological insulators,
it is desirable to introduce a gap into the surface states. This can be done by breaking the time-reversal symmetry using
a ferromagnet insulator (FMI) deposited on the top of a topological insulator [341]. The exchange coupling induced due to
proximity to the ferromagnet insulator will give rise to a local exchange field that lifts the Kramers degeneracy at the surface
Dirac point and introduces a mass term into the Dirac Hamiltonian. Thus, in general, one has

Ĥ = vF σ̂ · (−ih̄∇ + eA)+ V (r)σ̂z + γzBσ̂z,

where the vector potentialA accounts for the effect of the externalmagnetic fieldB = ∇×A = Bẑ , with an additional Zeeman
splitting correction in the last term. The controllable mass term V σ̂z that is responsible for the local exchange coupling with
an FMI cap layer makes 3D topological insulators a possible experimental platform for observing and characterizing Dirac
WGMs and SPCs.

A potential application of Dirac WGMs lies in quantum information technology. Similar to the proposal of qubit in a
two-dimensional topological insulator based on two different sets of helical edge states localized at the boundaries [482]
and the idea of a charge qubit in a double quantum dot [500], a qubit system can be constructed [138] based on the chaotic
Dirac WGMs guided by the inner and outer surfaces in opposite directions. Such an edge degree of freedom can be used
to form a two-state system, denoted by the states |on⟩ and |off⟩ for the outer and inner chaotic Dirac WGMs, respectively.
The set {|on⟩, |off⟩} thus constitutes a complete diabatic basis. Generally, these two states correspond to two energy levels
{EL(α), EU (α)} with a rather larger difference (mismatch) and can be coupled and superpositioned for different values of
the magnetic flux. As a result, two different levels of the system arise, say {EL(α′), EU (α′)}. The corresponding instantaneous
eigenstates {|L⟩, |U⟩} constitute an adiabatic basis. An effective α-dependent Hamiltonian describing the flux-tunable qubit
can then be written in the adiabatic basis as

Ĥa
qubit(α) = EL(α)|L⟩⟨L| + EU (α)|U⟩⟨U |. (235)
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Fig. 75. Illustration of a flux-tunable qubit based on a pair chaotic DiracWGMs. (a) ‘‘on–off’’ curvesmeasured by the slope of the eigenenergies as a function
of the flux (i.e., superpersistent current from a single level), (b) |on⟩ and |off⟩ states corresponding to the outer WGM carrying the maximum positive SPC
and inner WGM carrying the minimum negative SPC, respectively. In (a,b), blue solid and green dashed lines correspond to the 9’th and 10’th energy–flux
dispersions of the chaotic Dirac ring, respectively.

Expanding in the diabatic base [501], one has

Ĥd
qubit(α) = −

α̃

2
(|on⟩⟨on| + |off⟩⟨off|)−

∆

2
(|on⟩⟨off| + |off⟩⟨on|) , (236)

and (
|U⟩
|L⟩

)
=

(
t− −t+
t+ t−

)(
|off⟩
|on⟩

)
, (237)

where t± =
√
(Ω ± α̃)/2Ω , Ω ≡ (EU − EL) =

√
∆2 + α̃2, and α̃ = α + α0, with ∆ being the minigap (i.e., anticrossing

energy) and α0 approximately characterizing the asymmetric degree of the system with respect to α = 0. Nonadiabatic
transitions between the |on⟩ and |off⟩ states can be implemented by sweeping the magnetic flux parameter α at a finite
rate. In particular, nonadiabatically tuning the flux such that α̃ changes from |α̃| ≫ ∆ to α̃ = 0 (i.e., α = −α0) drives the
system from a pure |on⟩ (or |off⟩) to the minigap position where Rabi oscillations between |on⟩ and |off⟩ occur with the
angular frequency given by ∆/2: cos(∆t/2)|on⟩ − i sin(∆t/2)|off⟩. With respect to the stability of the qubit [482], a larger
anticrossing energy∆ is desirable for enhancing the dephasing and relaxation times such that they are larger than the Rabi
period 4π/∆.

A concrete example was given [138] to illustrate the idea of exploiting chaotic Dirac WGMs as a potential qubit scheme.
Specifically, EL and EU were chosen to be the 9’th and 10’th energy levels, respectively, as shown in Fig. 75. In the chaotic AB
billiard system,∆ is introduced by asymmetric distortions. Since the qubit is based on the chaotic DiracWGMs that arise from
a ring domain with severe boundary deformation, it will sustain sufficiently irregular scatterings and to be stable as well. In
addition, since the chaotic Dirac WGMs are supported by the T -breaking confinement (i.e., the mass-potential), the qubit
is naturally robust against T -breaking perturbations, making it superior, for example, to the qubit based on T -protected
edge states in two-dimensional topological insulator rings [482]. Practical issues such as the temperature effects were also
addressed [138].

7.4. Robustness of persistent currents in two-dimensional Dirac systems with disorders

In real materials, impurities and defects are inevitable, raising the issue of robustness of the persistent currents. This
issue was systematically addressed through an investigation of how the ensemble averaged current magnitude varies with
the disorder density, where localized random potential was imposed to simulate the disorders [139]. Again, a Dirac ring
domain with a vertical magnetic flux through the center was considered and the infinite mass boundary condition was
used to constrain a Dirac fermion within the domain. Uncorrelated disorders throughout the domain were assumed, which
can be simulated using localized, random electric potential uniformly distributed in the domain. In an experiment, for a
given material, neither the strength nor the density of the disorders can be readily adjusted. However, the sample size can
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be controlled. Classically, under a vertical magnetic field, the electrons move along circular trajectories in the domain. In
experiments, for a larger ring sample with constant disorder density, an electron encounters more disorders/scattering
events in one complete rotation. It is thus convenient to fix the outer radius of the ring domain to be unity. In this case,
varying the disorder density is equivalent to changing the size of the ring domain, where a higher density corresponds to a
larger domain. Following this heuristic consideration, the disorder strength and the domain size were fixed but the density
of disorders was systematically varied, and the total number of disorders in the whole domain can be used as a convenient
control parameter. The Dirac equation was solved to obtain the magnitudes of the persistent currents as a function of the
number of disorders. For comparison with the nonrelativistic quantum counterpart, the Schrödinger equation under the
same setting was also solved. It was found [139] that, for the Dirac ring system, as the number of disorders is systematically
increased, the average current decreases slowly initially and then plateaus at a finite nonzero value, indicating that the
persistent currents are robust. WGMswere demonstrated to be the physical mechanism responsible for the robust currents.
In contrast, in the nonrelativistic quantum ring system, theWGMs are sensitive and fragile to the disorders, leading to a rapid
and exponential decay of the currents to zero. A physical theory was developed [139] based on a quasi one-dimensional
approximation to understand the contrasting behaviors of the currents in the Dirac and Schrödinger rings.

In the presence of random disorders, the 2D Dirac Hamiltonian subject to a perpendicular magnetic field is

Ĥ = Ĥ0 + U(r) = vF σ̂ · (−ih̄∇ + eA)+ V (r)σz + U(r), (238)

where the disorders are modeled by a random electrical potential field U(r), V = 0 for R1 < r < R2, and V = ∞ for r < R1
or r > R2. The relevant lengths are normalized by the outer radius R2 (e.g., R2 = 1, the inner radius becomes ξ = R1/R2). In
the absence of random disorders U = 0, Ĥ = Ĥ0, the Dirac equation in the ring domain can be solved analytically to yield a
set of eigenenergies and eigenstates {E(0)

i , |i⟩, i = 1, 2, . . .} (Section 2.6.1). The radial part of the whole wavefunction can be
expressed as a set of Hankel functions.

Treating the random disorders as perturbations, one has∑
i,j

⟨j|Ĥ|i⟩ =
∑

i

E(0)
i +

∑
i,j

⟨j|U(r, θ )|i⟩. (239)

The energy levels of the perturbed system can be solved numerically using the Hamiltonian in Eq. (238).
Numerical computations were carried out [139], as follows. The random disorders can be modeled through a set of

uncorrelated Gaussian potential functions:

U(r, θ ) =
N∑

s=1

Us(rs, θs) =
N∑

s=1

use−δr
2/2σ2

,

where s and N are the index and the total number of random impurities in the domain, δr is the distance between (r, θ )
and (rs, θs), σ and us are the size and the potential height of a single electric impurity, respectively. The cutoff radius of any
disorder was set to be δr ≤ 3σ with (R2 − R1)/20 being the mean radius of the disorders. The strength of the disorders is
randomly chosen from the interval [−um/2, um/2], where um is determined in terms of the average spacing of the first ten
energy levels,∆E10.

For convenience, the superscripts ‘‘D’’ and ‘‘S’’ were used to denote the results for the Dirac and Schrödinger ring domains,
respectively. Computations gave ∆E

(S)
10 ≈ 10∆E

(D)
10 for ξ = 1/2. The maximum number of disorders is chosen to be 500

(corresponding to impurity area ratio Simpurity/Sring ≃ 0.43) to prevent them from covering the ring domain completely. The
single-level persistent current is defined as [502]

In =
√
⟨I2n (Φ)⟩, (240)

where In(Φ) = −∂En(Φ)/∂Φ is the flux-dependent persistent current associated with the n’th energy level and ⟨·⟩ denotes
disorder averaging. The experimentally measurable persistent current is given by [455,502]

I typ(Φ) =

√⟨[ nF∑
n=1

In(Φ)]2⟩, (241)

where nF is the maximum energy level below the Fermi energy. The persistent currents averaged over the magnetic flux
is written as I typ = I typ(Φ). Generally, the persistent currents in Eqs. (240) and (241) are normalized by the corresponding
disorder-free currents I0n and I0, respectively.

Fig. 76(a) and (b) show, for the Dirac and Schrödinger systems, respectively, the typical single-level persistent currents
versus the numberN of randomdisorders, whichwere calculated using 102 statistical realizations. The error in the calculated
value of the current amplitude is about 10−2. In both cases, the current amplitude decays exponentially for 0 < N ≲ 350
(i.e., 0 < Simpurity/Sring ≲ 0.3): In ∼ I0nexp[−γ

(D,S)N], with the distinct feature that the decay rate for the Dirac system is
about half of that for the Schrödinger system: γ (D)/γ (S)

≈ 1/2. A more remarkable feature is that, for the Dirac system, after
the initial exponential decay, the current amplitude approaches a constant value (which is about one order of magnitude
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Fig. 76. Effects of randomdisorders on persistent currents in Dirac and Schrödinger rings subject to an externalmagnetic flux. Shown are typical single-level

persistent currents versus the number of the disorders for (a) Dirac and (b) Schrödinger rings, for fixed disorder strength u(D,S)
m = 300∆E

(D,S)
10 . The mean

radius of a single impurity is (1− ξ )/20. (c) Average persistent current versus the number of disorders for five levels below the Fermi energy, where other
parameters are the same as in (a,b) for the Dirac (denoted as ‘‘D’’ and illustrated as circles) and Schrödinger (denoted as ‘‘S’’ and displayed as squares) rings.
The range of the number of disorders, N ∈ [0, 500], corresponds to the range of the ratio between the disorder and ring areas Simpurity/Sring ∈ [0, 0.43]. (d)
Total persistent current versus nF , the number of levels below the Fermi energy, for the Schrödinger and Dirac ring systems, where the number of impurities
is 400.
Source: From Ref. [139] with permission.

larger than the numerical error) for N ≥ 350, but for the corresponding Schrödinger system the current amplitude decays to
amuch smaller value. The decaying behaviors of the average persistent current associated with the five lowest energy levels
for both the Dirac and Schrödinger rings are demonstrated in Fig. 76(c). It can be seen that, as more random disorders are
introduced into the domain, the decaying behavior of the persistent currents is characteristically different for the Dirac and
Schrödinger systems: for the former the currents are robust and continue to exist (in spite of deterioration in amplitude)
but for the latter the currents quickly diminish. That is, persistent currents in the Dirac system are robust against random
disorders.

The behavior of the total persistent current versus nF , the number of levels below the Fermi energy, is shown in Fig. 76(d),
where there are 400 random impurities in the ring domain for both the Schrödinger (blue squares) and Dirac (red circles)
systems. The quantity nF is increased from 1 to the value at which the total persistent current is saturated. The currents
for both systems increase with nF for nF ∈ [1, 10] and become plateaued for further increase in the value of nF . In the
increasing phase, the persistent current of the Dirac ring system is much larger than that of the Schrödinger counterpart
(note the logarithmic scale for the current). That is, for low energy levels (e.g., nF ≤ 10), disorders have a more devastating
effect on the total persistent current for the Schrödinger system. However, the saturated current value for the Dirac ring is
not significantly larger than that for the Schrödinger system (again note the logarithmic scale), due to the reason that the
contributions to the total current from higher energy levels are less sensitive to disorders than those from the low energy
levels.

A theoretical understanding of the results in Fig. 76(a–d) can be obtained using a quasi one-dimensional model for both
the Dirac and the Schrödinger rings, which can be derived from consideration of the dependence of the energy levels on the
angular momentum quantum numbers [139].

An estimate of the maximally possible system size in which persistent currents can sustain can be obtained, as follows.
In experimental studies, a 2D Dirac ring can be realized through the surface states of, e.g., Bi2Te3/Bi2Se3, with Fermi velocity
about vF ≈ 7 × 105 m/s [503–505]. In the simulation, the Gaussian-like disorder is analogous to charge puddles of size
∼ 30 nm and strength ∼ 10 meV associated with the surface states of, e.g., Mn/Ca-doped Bi2Te3/Bi2Se3 materials [505]. In
a pure Bi2Te3/Bi2Se3 sample, the strength of the charge puddles is smaller than that for doped materials. One can thus set
um/2 = 5 meV. In the computation, for the case of high disorder density, say 400 − 500 impurities, the disorder pattern
is similar to that of the charge puddles from experiments [505]. The maximum strength of the charge puddles is given by
um = 300∆E10, with ∆E10 = h̄vF∆k10/R2, where k10R2 = 0.45 and R2 = 300 × 0.45h̄vFum ≈ 6 µm. As a result, the
estimated size of the Dirac ring in which robust persistent currents can exist isD = 2R2 ∼ 12µm,which is much larger than
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themaximumsize of the normalmetallic or semiconductor ringswith persistent currents observed in previous experimental
studies [184–189,506,507].

In a clean Dirac ring of size D = 12 µm, the persistent currents associated with one energy level can be estimated as
I0n ∼ 2∆E10/Φ0 = 0.45 × h̄vF/(R2Φ0) ≈ 3 nA. Even if there are 500 impurities in the ring domain, there is still a finite
persistent current: In ≈ 0.1I0n ≈ 0.3 nA. The total persistent current in an experimental system is given by I =

∑N
n=1In,

where the integer N depends on the Fermi energy. For example, if the Fermi energy is E = 1 meV, several energy levels
will be included. The total persistent current is I ∼ 1 nA, which can be observed in experiments, e.g., by using the SQUID
technique [184–187,189,506].

8. Conclusion and discussion

8.1. Concluding remarks

The traditional field of quantum chaos deals with the nonrelativistic quantum manifestations or fingerprints of classical
chaos for systemsdescribed by the Schrödinger equation, forwhich the energy–momentum (dispersion) relation is parabolic.
What are the relativistic quantum manifestations of classical chaos for systems described by the Dirac equation with
a linear (hyperbolic) dispersion relation? This question, being fundamental to physics, has practical significance due to
the tremendous development of Dirac materials in recent years. Here, we provide a comprehensive review of the main
results obtained so far in the emergent field of relativistic quantum chaos in terms of physical properties/phenomena such
as peculiar energy level-spacing statistics, scarring, chaotic scattering and transport, resonant tunneling, and persistent
currents. We put a particular emphasis on behaviors that are uniquely relativistically quantum, i.e., those that do not occur
in nonrelativistic quantum systems, which include unconventional statistics of energy level spacings, chiral scars, significant
residual resonance associatedwith transport through chaotic graphene quantumdots,manifestations of Klein tunneling, and
an extraordinary degree of robustness of persistent currents in chaotic Dirac billiards. For example, while the study of energy
level statistics is standard in traditional quantum chaos, it is surprising that GOE statistics can arise in graphene billiards even
when the corresponding classical dynamics are integrable. Further, chiral scars in chaotic Dirac fermion systems are uniquely
a relativistic quantum manifestation of certain classes of classical unstable periodic orbits with a specific orbital structure,
which has no counterparts in nonrelativistic quantumsystems. And, considering that in nonrelativistic quantumdot systems,
chaos is capable of smoothing out sharp resonances, the persistence of such resonances associated with transport in chaotic
graphene quantum dots is unexpected.

It is important to distinguish the field of relativistic quantum chaos from previous studies of nonlinear and chaotic
behaviors in classical systems in special or general relativity [508–514]. A brief discussion of these works is as follows.
In an earlier work [508], ideas from nonlinear dynamics were used to construct a new class of classical physical systems
with nonlinearity arising from complicated gravitational effects. In Ref. [509], the classical three-body problemwas studied,
where the motion of a charged particle is governed by a static electric field from two fixed, equal charges in space under
special relativity, and the intrinsic nonlinear, relativistic kinematics generates nonintegrable dynamics. In Ref. [510], chaotic
geodesic scatteringwas studied in radiative planewave spacetime defined by a particularmetric form through an equivalent
classical Hénon-Heiles Hamiltonian. Classical chaotic scattering was also investigated in general relativistic systems in the
presence of a Yang–Mills field [511]. In another work [512], imaginary mass tachyon physics was studied in open hyperbolic
space with constant negative curvature through a field theory approach that is similar to studying classical electrodynamics
through the photon field. Due to the open, multi-connected, and hyperbolic cosmic space, classical chaos can arise, and the
quantum effect can be treated by including the induced tachyon potential into the Schrödinger equation as a perturbation to
the Coulomb potential in the local Euclidean limit. Recently, Ref. [513] studied the relativistic effects in the chaotic Sitnikov
problem, and Ref. [514] investigated the global relativistic effects in chaotic scattering. In spite of the fact that these previous
works dealt with nonlinear and chaotic dynamics in classical relativistic systems, they are not pertinent to the field of
relativistic quantum chaos as reviewed in the present article, as the purposes of theseworkswere not to study the relativistic
quantummanifestations of classical chaos.

It is worth emphasizing that the field of relativistic quantum chaos is not just some standard machinery of quantum
chaos applied to relativistic quantum systems. In terms of fundamental science, there are uniquely relativistic quantum
phenomena such as Klein tunneling, Zitterbewegung, and pair creations that find no counterparts in nonrelativistic quantum
systems.When classical chaos ‘‘meets’’ with them, strikingly new and counterintuitive phenomena can arise. At the present,
the interplay between classical chaos and fundamentally (pseudo-) relativistic quantum entities and phenomena such as the
intrinsic spin degree of freedom, valley degree of freedom, symmetry anomalies and Klein tunneling, is largely unknown,
calling for attention from the physics community to the emergent field of relativistic quantum chaos.

The most compelling reason that motivated the study of relativistic quantum manifestations of classical chaos was
the vast research on graphene that started around 2004 and the subsequent discoveries/developments of a wide variety
of 2D Dirac materials. Indeed, the often ‘‘unusual’’ manifestations of classical chaos in solid state systems described by
relativistic quantummechanics can be exploited for potential applications. To investigate the effects of chaos on the physics
of electronic, spintronic, and even valleytronic systems has the potential to improve device performance. It is possible that
novel concepts and cutting-edge devices would arise from research on the classical-relativistic quantum correspondence.
There were excellent reviews on graphene [105–107] and topological insulators [108,109]. Although the present Review
employs these novel 2D materials as the potential application background, it should be noted that these are not the focus.
Instead, it provides a comprehensive account of the emergent field of relativistic quantum chaos that treats the fundamental
interplay between classical chaos and relativistic quantum mechanics.
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8.2. Unsolved problems in relativistic quantum chaos at the present

We conclude this Review by speculating about a number of open problems in relativistic quantum chaos.

8.2.1. Relativistic quantum–classical correspondence
We have demonstrated in this Review that when classical nonlinear dynamics and chaos meet with relativistic quantum

mechanics as described by the Dirac equation, unusual and unexpected phenomena can arise. For example, the inherent
chirality of the massless Dirac fermions and the subtle time-reversal symmetry breaking due to hard wall confinement
make certain quantum scars chiral. A broken time-reversal symmetry can lead to parity anomaly, a phenomenon stipulated
by the Dirac theory for fermions in (2 + 1)-dimensional spacetime. The fundamental parity symmetry associated with the
classical action does not mean that the same symmetry would arise in the corresponding relativistic quantum system. At
the present, not much has been known about the relativistic quantum–classical correspondence in the context of the Dirac
quantum theory [441–443].

8.2.2. Semiclassical theory for relativistic quantum scars
Scars are remarkable quantum fingerprints of classical unstable periodic orbits, the most fundamental building blocks

of any nonlinear dynamical system. In nonrelativistic quantum systems, a comprehensive understanding of scarring was
obtained through the semiclassical analysis [1,53,64,78]. In particular, the semiclassical expression of the density of states
can be obtained by taking the trace of the Green’s function:

ρ(E) =
∑

j

δ(E − Ej) ≈ −(1/π )
∫

ImGsc(q, q, E)dq, (242)

where

Gsc(q, q, E) = G0(q, E)+ Gosc(q, E),
ρ(E) ≈ ρ0(E)+ ρosc(E),

and G0(q, E) is the contribution of the so-called ‘‘zero length trajectories’’ arising from the Thomas–Fermi approximation,
Gosc(q, E) is the contribution of classical trajectories with a nonzero action starting and ending at the same point q, and ρ0
and ρosc are the density of states from G0 and Gosc, respectively. The celebrated Gutzwiller trace formula [324,515–518] gives
the oscillatory part of the density of states in terms of a sum over isolated classical periodic orbits, based on the Van Vleck
formula for the semiclassical propagator under the stationary phase approximation. The quantum scars can be explained as
the nonuniform averaged wavefunction square represented as the sum over a finite number of periodic trajectories in the
configuration space [53,78]. For a specific periodic orbit, Gosc can be calculated and one can find certain scars corresponding
to the orbit [53]. Berry gave an explanation in the phase space [1]. Agam and Fishman proceeded further to predict the
scarring of specific wavefunctions of chaotic systems [64]. For chaotic Dirac fermion systems, the semiclassical propagator
and the trace formula have been obtained in the spirit of the Gutzwiller trace formula through a careful treatment of the
spin contributions to the semiclassical propagator [442]. The expression for the semiclassical Green’s function was used in
graphene with an electrostatic potential and/or a mass confinement where the presence of a semiclassical phase was found
and the density of states was calculated [519,520]. The novel features that arise in the case of the Dirac equation are the spin
degree of freedom and its coupling to the momentum and the boundaries. In spite of the previous efforts, at the present, a
comprehensive semiclassical theory for relativistic quantum scars is missing.

8.2.3. Interplay between Klein tunneling and classical dynamics
In relativistic quantum mechanics, a fundamental phenomenon that has no counterpart in nonrelativistic quantum

systems is Klein tunneling, tunneling through a finite potential barrier with probability one, even when the particle energy
is less than the barrier height and the barrier width is many times of the wavelength. As demonstrated in Section 5, Klein
tunneling can leave unmistakable fingerprints in quantum resonant tunneling in that, even when the particle energy is
near zero, the tunneling rate can be large, and this holds regardless of whether the classical dynamics are integrable or
chaotic. In a graphene quantum point contact, abnormal electron paths can arise due to Klein tunneling in that the electrons
tend to move along paths in a potential field which are classically forbidden, leading to fractal-like conductance fluctuation
patterns [126]. In relativistic quantum chaos, a natural question thus concerns about the interplay between classical chaos
and Klein tunneling. For spin-1/2 particles, the occurrence of Klein tunneling requires certain specific incident angle of the
particle onto a potential barrier. In this case, one may intuitively expect that chaos would facilitate the occurrence of Klein
tunneling due to the random angle distribution associated with classically chaotic trajectories. A possible consequence is
that it may be more difficult to confine spin-1/2 fermions in a finite domain when there is chaos than when the classical
dynamics are integrable. For spin-1 particles arising in solid material or photonic systems, the phenomenon of super-Klein
tunneling can occur where, when the particle energy is a certain fraction of the barrier height, the tunneling probability
is one, regardless of the incident angle [521]. In this case, intuition stipulates that it may not be possible to confine such
particles. At the present, the interplay between Klein tunneling and different types of classical dynamics is not understood.
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8.2.4. Effect of many body interactions on relativistic quantum chaos
In condensed matter systems, many body interactions (e.g., electron–electron interactions) lead to fascinating phenom-

ena such as superconductivity and fractional quantumHall effect. In the field of quantum chaos, the standard settingwas that
of single particle dynamics, in which many-body effects were ignored. While there were previous studies of the interplay
betweenmany-body interactions and classical chaos [202–205,446,447], these were exclusively for nonrelativistic quantum
systems. The interplay between classical dynamics and many-body interactions was studied [136] in the specific setting of
relativistic quantum tunneling in graphene systems based on the Hubbard model [206]. At the present, to develop a general
understanding of the effect of chaos on relativistic quantum systems with many-body interactions is an open problem.

8.2.5. Interplay between spin and nonlinear dynamics
Spin is a fundamental and intrinsic quantity in relativistic quantum systems. Although there is no classical corre-

spondence for spin, classical dynamics could still have influence on spin transport. The interplay between classical chaos
and spin should thus be an important branch of the field of RQC. A recent work [144] studied the effect of chaos on
spin polarization in graphene quantum dots. Specifically, when graphene is placed on a substrate of heavy metal, Rashba
spin–orbit interaction [522,523] of substantial strength can occur, leading to spin polarization. In the study [144], Rashba
interaction is confined within the central scattering region whose geometrical shape can be chosen to yield distinct types
of dynamics, e.g., regular or chaotic, in the classical limit. It was found that, for spin unpolarized incident electrons, in the
experimentally feasible range of the Rashba interaction strength, the average polarization for a chaotic dot can be markedly
larger than that for a regular or mixed dot. From the semiclassical viewpoint, a key quantity that determines the average
spin polarization is the angle distribution of the outgoing electrons at the interface between regions with and without the
Rashba interaction, respectively. Classical chaos provides a wider distribution that leads to higher average spin polarization.
Exploiting the role of chaos in manipulating spin and/or associated helicity can have potential applications in Dirac material
based spintronics. There has been little work in this area.

Recently, a hybrid type of relativistic quantum/classical nonlinear dynamical systems has emerged [524,525]. Consider a
3D topological insulator subject to a weak electrical field, where a spin polarized surface current is generated [108,109,526].
When an insulating, ferromagnetic material is placed on top of the topological insulator, the surface current will cause
the magnetization vector of the ferromagnet to evolve with time, as described by the classical Landau–Lifshitz–Gilbert
(LLG) equation [527]. More specifically, the physical interactions between the topological insulator and ferromagnet are
as follows. The robust spin polarized current on the surface of the topological insulator generates [528] a strong spin-
transfer torque [529] to the ferromagnet, inducing a change in its magnetization vector. The ferromagnet, in turn, generates
a proximity induced exchange field in the topological insulator. As a result, there is an exchange coupling term in the
surface Dirac Hamiltonian of the topological insulator, which modulates the quantum transmission and leads to a change
in the surface current. The whole coupled system is thus of a hybrid type: relativistic quantum topological insulator and
classical ferromagnet. The interactions render time dependent the dynamical variables in both the topological insulator
and ferromagnet: the surface current for the former and the magnetization vector for the latter. Due to the intrinsic and
externally spin-transfer torque induced nonlinearity of the LLG equation, the whole configuration represents a novel type of
hybrid nonlinear dynamical systems, in which a rich variety of phenomena such as bifurcations, chaos, synchronization,
and multistability can arise [525]. To investigate such hybrid relativistic quantum/classical nonlinear systems can have
practical values. For example, because of the dissipationless and spin-momentum locking nature of the surface currents
of the topological insulator, little power is needed for generating a significant current, making the system appealing for
potential applications in next generation of low power memory devices.

8.2.6. Relativistic quantum chaos in pseudospin-1 systems
Searching for novel types of excitations (or quasiparticles) beyond the prototypical Dirac fermions is of particular interest

to the broad scientific community [530–532]. There are new materials whose energy bands consist of a pair of Dirac cones
and a flat band, electronic or optical. For example, in a dielectric photonic crystal, Dirac cones can be induced through
accidental degeneracy that occurs at the center of the Brillouin zone. This effectivelymakes the crystal a zero-refractive-index
metamaterial at the Dirac point where the Dirac cones intersect with another flat band [533–537]. Alternatively, configuring
an array of evanescently coupled optical waveguides into a Lieb lattice [538–541] can lead to a gapless spectrum consisting
of a pair of common Dirac cones and a perfectly flat middle band at the corner of the Brillouin zone. As demonstrated
recently, loading cold atoms into an optical Lieb lattice provides another experimental realization of the gapless three-
band spectrum at a smaller scale with greater dynamical controllability of the system parameters [542]. Theoretically, it
is necessary to use the generalized Dirac–Weyl equation for massless spin-1 particles [543] to describe these materials.
Recent works on scattering of pseudospin-1 particles from a simple circular potential disk [521,544] revealed a number of
unusual physical phenomena. For example, for small disk size, a surprising revival resonant scattering phenomenon can
occur, with the physical mechanism being a peculiar type of boundary trapping profile through the formation of unusual
vortices. In the semiclassical regime, a perfect caustic phenomenon emerges as a result of the super-Klein tunneling effect
in which the transmission probability is one for any incident angle, leading to the scatterer’s being effectively as a Veselago
lens. In the far scattering field, an unexpected isotropic behavior emerges at low energies, which can be attributed to the
vanishing Berry phase formassless pseudospin-1 particles and, consequently, to constructive interference between the time-
reversed backscattering paths. For weak scatterers in the subwavelength regime where the scatterer size is much smaller
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than wavelength, the phenomenon of superscattering [544] that defies the conventional Born theory in optics can arise,
which manifests itself as unusually strong scattering characterized by extraordinarily large values of the cross section even
for arbitrarily weak scatterer strength. At the present, the interplay between classical chaos and the generalized Dirac–Weyl
physics is completely unknown.

8.2.7. Role of chaos in valley filtering
In two-dimensional Dirac materials, in addition to charge and spin, valley quantum numbers provide an alternative way

to designate and distinguish quantum states. For example, for graphene there are two nonequivalent Dirac points (denoted
as K and K ′) in the first Brillouin zone, and the distinct momenta associated with them represent the valley quantum
numbers [482]. Because of the large momentum separation, the two nonequivalent valleys act as an ideal two-state system
that is robust against external perturbations [270,545]. In addition to graphene, binary valley characteristics can also arise
in other materials such as silicene and MoS2 [546], graphene-inspired artificial crystals such as photonic graphene [547]
that exhibits valley-polarized beams and sonic (phononic) crystals [548] in which valley vortex states can emerge, as well
as valley photonic crystals [549]. Generally, quasiparticles carrying distinct valley quantum numbers can be exploited for
applications such as quantum information processing [550], leading to the concept of valleytronics [270,359], a field that
has attracted much recent interest [420,546,548,551–556].

Valley filtering [359], the process to separate the electrons with distinct valley quantum numbers, is a fundamental issue
in valleytronics. The existing approach to valley filtering is to exploit the valley Hall effect (VHE) [270,553,554,557–564],
which makes quasiparticles with different valley quantum numbers to separate from each other and move in spatially
distinct regions. For the honeycomb lattice system (e.g., graphene), valley-resolved, gap-opening perturbations are necessary
for VHE and valley filtering [270,559]. Alternative mechanisms for VHE require external magnetic fields, strain-induced
pseudo magnetic fields, or magnetic materials that have an opposite effect on the two valleys [420,556,565–567]. A recent
work [568] demonstrated, however, that VHE can be realized without any valley-resolved perturbation.

Can classical chaos be exploited for modulating VHE and what is the role of chaos in valley filtering? These and related
questions are completely open at the present.

8.2.8. Interplay between classical chaos and topological quantum phases
At a fundamental level, quantum anomalies are at the forefront of condensed matter physics and material science in

pursuit of topological phases of matters (topological quantum matters) first studied by Semenoff [569] and Haldane [570]
in lattices and narrow-gap semiconductors. The emergent anomalies are typically relativistic quantum phenomena and
induce intriguing quantum–classical correspondence in terms of the underlying fundamental symmetries, which are then
relevant to relativistic quantum chaos but not to nonrelativistic quantum chaos. When taking into account the intrinsic spin
degree of freedom and the striking symmetry anomalies, the study of relativistic quantum chaos represents a new twist that
does not exist in the study of traditional quantum chaos. Exciting new physics can be anticipated through the study of the
manifestations of classical chaos in Dirac materials and topological quantum systems.

8.2.9. Role of chaos in time-dependent, relativistic quantum systems
Classically, irregular constraints in the confinement geometry and/or spatial disorders can lead to random or chaotic

dynamics. Another route to generating complex dynamics is through modulations in time, which occurs in driven physical
systems/processes involving time dependent interactions. One representative class of systems is one-dimensional, non-
relativistic nonlinear oscillators, whose classical motion can be chaotic in the presence of a time dependent force. For
example, when there are cubic and/or higher order terms in the potential, a sinusoidal driving force can induce chaos.
A similar situation can occur in the relativistic counterpart with the exception that an anharmonic potential is no longer
required for chaos because relativistic nonlinearity, i.e., nonlinearity arising from the relativistic kinetic energy term in
the Hamiltonian, can play a similar role to that by the anharmonic terms in the corresponding nonrelativistic system. A
driven relativistic harmonic oscillator can thus serve as a unique model system to study relativistic quantum nonlinear
dynamics,where the role of relativity is particularly relevant. Another advantage is that, in the nonrelativistic limit, analytical
solutions can be obtained. There was a previous study of the relativistic quantum and classical dynamics through the time
dependentDirac equation and the associated relativistic Liouville equation [571]. A surprising findingwas that the relativistic
quantum evolution agrees with the predictions based on the classical phase-space density remarkably well, regardless of
the emergence of relativistic classical chaos. In fact, there are distinct evolution dynamics of the width of the wave packet in
the relativistic and nonrelativistic regimes. Especially, for the relativistic quantum system, the width exhibits an oscillatory
pattern before settling down to a nearly steady value. However, for the nonrelativistic system, the width does not depend
on time, as revealed by closed solutions.

Another paradigm for studying driven quantumnonlinear dynamics from the perspective of quantum chaos or quantum–
classical correspondence is the kicked rotor [572]. While most such studies were for nonrelativistic systems, there were
exceptions that treated the relativistic extensions [573–575]. In particular, solutions of both the classical and quantum
dynamics of the relativistic kicked rotor [573] enabled the underlying transport properties to be studied, which is charac-
terized by the time dependent behavior of the system energy. It was found [573] that quantum resonances are absent in the
relativistic regime. Moreover, there is a high degree of similarity between the classical and quantum dynamics, effectively
making the relativistic kicked rotor an integrable system. An analysis of the transport dynamics in the momentum space
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in the long time regime revealed a remarkable super-ballistic behavior [574]. The underlying physics of this phenomenon
can be attributed to the unique relativistic dispersion relation with a finite mass, which is approximately quadratic for low
momentum values but linear in the high momentum regime. As a result, anomalous transport dynamics can arise in the
momentum space. A fairly recent study [575] on the system of up to three coupled relativistic kicked rotors incorporating
intricate interaction effect revealed that localized phase can persist.

At the present, the interplay between chaos and relativistic quantum mechanics in time dependent systems remains
largely unexplored.
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